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Preface

This report presents DSN progress in flizht project support. TDA research and
technology. network engineering. hardware and softw:- impicmentation. and
operations. Each issue presents material in some. but not all. of the following
categories in the order indicated:

Description of the DSN

Mission Support
Interplanetary Flight Projects
Planetary Flight Projects
Manned Space Flight Projects
Advanced Flight Projects

Radio Science

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications, Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network Engincering and Implementation
Network Control Syvstem
Ground Communications
Deep Space Stations

Operations and Facilities

Network Operations

Network Control System Operations

Ground Communications

Deep Space Stations

Facilitv Engincering

In ecach issue. the part entitled “Description of the DSN” describes the func-
tions and facilities of the DSN and may report the current configuration of one
of the five DSN systems {Tracking. Telemetry. Command. Monitor and Coutrol.
and Test and Training).

The work described in this report series is cither performed or managed by
the Tracking and Data Acquisition ors inization ot JPL for NASA.
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RECEDING PAGE BLANK NoT FILMED

JPL TECHNICAL REPORT 32-1%26, VOL. XiX il






Contents

DESCRIPTION OF THE DSN

DSN Functions and Facilities . . . . . . . . . . 1
N. A. Renzetti
DSN Command System Mark ill-74 . 5
W. G. Stinnett

NASA Code 311.03-42-94

MISSION SUPPORT

Planetary Flight Projects

Viking Mission Support . . e 1C
D. J. Mudgway and D. W. Johnston
NASA Code 311-03-21-70

Pioneer 10 and 11 Mission Support . . 23
R. B. Miller
NASA Code 311-03-21-20

Summary Report on the Mariner Venus/ Mercury 1973 Spacecraft/

Deep Space Network Test Program . . . . . . 25
A.1. Bryan

NASA Code 311-03-22-10

SUPPORTING RESEARCH AND TECHNOLOGY

Tracking and Ground-Based iNavigation

The Mariner Quasar Experiment: Parti . . . .31
M. A. Slade, P. F. MacDoran, I. |. Shapiro, D. J. Spltzmesser J Gubbay

A. Legg, D. S. Robertson, and L. Skjerve
NASA Code 310-10-60-56

Radio Interferometry Measurements of a 16-km Baseline

With 4-cm Precision . . . . . 36
J. B. Thomas, J. L. Fanse|ow P F. MacDoran D J. Spltzmesser

and L. Skjerve

NASA Code 310-10-60-50

Improved Dichroic Reflector De5|gn for the 64-m Antenna S- and
X-Band Feed Systems . . . e e e e . 55
P. D. Potter

NASA Code 310-10-61-04

Range Measurements to Pioneer 10 Using the D|g|tally Controlled

Oscillator . . . . . . . . . . . . . . . 63
A.S. Liu

NASA Code 310-10-60-50

JPL TECHNICAL REPORT 32:1526, VOL. XIX PRECEDING PAGE BLANK NOT FILMED



Contents (contd)

S/X Open-Loop Receiver . 71
H. G. Nishimura
NASA Code 310-10-64-03

X-Band Radar System . . 77
R.L. Leu
NASA Cede 310-10-64-01

Communications, Spacecraft/Ground

An Algorithm for the Computation of Linear Forms . . . . . . 82
J. E. Savage
NASA Code 310-20-67-08

Radio Metric Applications of the New Broadband Square Law Detector . . 89
R. A. Gardner, C. T. Steizried, and M. S. Reid
NASA Code 310-20-66-06

Low-Noise Receivers: Microwave Maser Development . . 93
R. Clauss and E. Wiebe
NASA Code 310-20-66-01

System Noise Temperature Calibrations of the Research and

Development Systems atDSS14 . . . . . . . . . . . 100
M. S. Reid and R. A. Gardner

NASA Code 310-20-66-06

The Design and Pertormance of a Programmed Controller . . 105
0. B. Parham
NASA Code 310-20-66-06

Radio Frequency Performance of DSS 14 64-m Antenna at 3.56- and

1.96-cm Wavelengths . . Lo
A. J. Freiley

NASA Coce 310-20-65-03

Optimal Station Location for Two-Station Tracking . . . 116
E. R. Rodemich
NASA Code 310-20-78-08

Station Control and Operations Technology

Ban ‘width Selection for Block VISDA . . . . . . . . . . .122
R. B. Crow
NASA Code 310-30-68-10

Frame Synchronization Performance Analysis for MVM’73 Uncoded
TelemetryModes . . . . . . . . . . . . . . . . . .126
B. K. Levitt

MNASA Code 310-30-73-01

JPL TECHNICAL REPORT 32-1526, VOL. XiX



Contents (contd)

DSN Research and Technology Support . . 137

E.B. Jackson
NASA Code 310-30-69-02

Design of a High-Speed Reference Selector Switch Module for the

Coherent Reference Generator Assembly . . . . . . . . . . . 141
T. K. Tucker

NASA Code 310-30-68-10

Network Control and Data Processing

A Scaled-Time Telemetry Test Capability for Sequential Decoding . 144
S. Butman, J. Layland, J. MacConnell, R. Chernoff, N. Ham, and J. Wllcher
NASA Code 310-40-72-02

NETWORK ENGINEERING AND IMPLE' ENTATION
Network Control System

NCS Standard Computer Interface Hardware, its 'I"lmmg and Tlmmg
Control Logic . . . . . . . . . . . . 152

T. O. Anderson
NASA Code 311.03-41-11

Ground Communications

High-Speed Data Outage Distribution. . . . . . . . 161
J. P. McClure
NASA Code 311-06-04-00

Deep Space Stations

Planetary Ranging . . . . . . . R . 165
R. W. Tappan
NASA Code 311-03-42.52

Adjustable Tuner for S-Band High-Power Waveguide . . 169
J. R. Loreman
NASA Code 311:03-14-21

X-Band Antenna Feed ~ Assemoly. . . 173
R. W. Hartop

NASA Code 311-03-42.48

Variable S-Band High-Power Tuner . 176

H. R. Buchanan
NASA Code 311.03-14.21

JPL TECHNICAL REPORT 32-1526, VOL. XiX vil



Contents (contd)

A No-Load RF Calorimeter . . 179
R. C. Chernoff
NASA Code 311-02-14-52

Dual-Carrier Preparations for Viking . . . 186
D. A. Bathker and D. W. Brown
NASA Code 311-03-14-52

Network Operations

Computer Program Copy-Verify and Load Check System . . 192
R. Billings
NASA Code 311-03-14-42

Network Telemetry System Performance Tests in Support of the

MVM'73 Project . . . . . . . . . . . . . . . . . .19
R. D. Rey and E. T. Lobdel!

NASA Code 311.03-14-52

Deep Space Stations

Analysis of Staffing and Training Policies for a DSN Tracking Station . . 207
A. Bahadur and P. Gottlieb
NASA Code 311-03-13-30

The DSN Hydromechanical Service Program—A Second Look . . 221
R. Smith and O. Sumner
NASA Code 311-03-14-64

Network Command System Performance Test Report for Mariner
Venus/Mercury1973 . . . . . . . . . . . . . . . .22

B. Falin
NASA Code 311-03-14-52

Bibliography . .. 2e7

viti JPL TECHNICAL REPORT 32-1526, VOL. XIX



DSN Functions and Facilities

N. A. Renzetti
Mission Support Office

The objectives, functions, and organization of the Deep Space Network are
summarized. The Deep Space Instrumentation Facility, the Ground Communica-
tions Facility, and the Network Control System are described.

The Deep Space Network (DSN), established by the
National Aeronautics and Space Administration (NASA)
Office of Tracking and Data Acquisition under the sys-
tem management and technical direction of the Jet Pro-
pulsion Laboratory (JPL), is designed for twc-way com-
munications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 mi) from Earth to planetary
distances. It supports or has supported, the following
NASA deep space exploration projects: Ranger, Surveyor,
Mariner Venus 1962, Mariner Mars 1964, Mariner Venus
67, Mariner Mars 1969, Mariner Mars 1971, Mariner
Venus-Mercury 1973 (JPL); Lunar Orbiter and Viking
(Langley Research Center); Pioneer (Ames Research
Center); Helios (West Germany ); and Apollo (Manned
Spacecraft Center ), to supplement the Spaceflight Track-
ing and Data Network (STDN),
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'The Deep Space Network is one of two NASA net-
works. The other, STDN, is under the system manage-
ment and technical direction of the Goddard Space Flight
Center. Its function is to support manned and unmanned
Earth-orbiting and lunar scientific and communications
satellites. Although the DSN was concerned with un-
manned lunar spacecraft in its early years, its primary
objective now and into the future is to continue its
support of planetary and interplanetary flight projects.

A development objective has teen to keep the network
capability at the state of the art of telecommunications
and data handling and to support as many flight projects
as possible with a minimum of mission-dependent hard-
ware and software. The DSN provides direct support of
each flight project through that project’s tracking and



data system. This management element is responsible for
the design and operation of the hardware and software
in the DSN which are required for the conduct of flight
operations.

Beginning in FY 1973 a modified DSN interface has
been established with the flight projects. In lieu of the
SFOF, a multimission Mission Control and Computing
Center (MCCC) has been activated as a separate func-
tional and management element within JPL. This func-
tion, as negotiated with each flight project, will provide
all computing and mission operations support for missions
controlled from JPL. DSN computing support will be
provided sepaiately by the DSN. Radio metric, telemetry,
and command data interfaces with the DSN are a joint
DSN. MCCC, and flight project responsibility. The
organization and procedures necessary to carry out
tnese new activities will be reported in this document
in the near future.

The DSN function, in supporting a flight project by
tracking the spacecraft, is characterized by five network
systems:

(1) DSN Tracking System. Generates radio metric
data; ie., angles, one- and two-way doppler and
range, and transmits raw data to mission control.

(2) DSN Telemetry System. Receives, decodes, records,
and retransmits engineering and scientific data
generated in the spacecraft to Mission Control.

(3) DSN Command System. Accepts coded signals
from mission control via the GCF and transmits
them to the spacecraft in order to initiate space-
craft functions in flight.

(4) DSN Monitor and Control System. Instruments,
transmits, records, and displays those parameters
of the DSN necessary to verify configuration and
validate the network. Provides operational direc-
tion and configuration control of the network and
primary interface with flight project Mission Con-
trol personnel.

(5) DSN Test and Training System. Generates and
controls simulated data to support development,
test, training and fault isolation within the DSN.
Participates in mission simulation with flight
projects.

The facilities needed to carry ou: these functions have
evolved in three technical areas: (1) the Dcep Space Sta-
tions (DSSs) and the telecommunications interface

through the RF link with the spacecraft is known as the
Deep Space Instrumentation Facility (DSIF); (2) the
Earth-based point-to-pui- t voice and data communica-
tions from the stations to Mission Control is known as
the Ground Communications Facility (GCF); (3) the
network monitor and control function is known as the
Network Control System (NCS).

I. Deep Space Instrumentation Facility
A. Tracking and Data Acquisition Facilities

A world-wide set of Deep Space Stations with large
antennas, low-noise phase-lock receiving systems, and
high-power transmitters provide radio communications
with spacecraft. The DSSs and the deep space communi-
cations complexes (DSCCs) they comprise are given in
Table 1.

Radio contact with a spacecraft usually begins when
the spacecraft is on the launch vehicle at Cape Kennedy,
and it is maintained throughout the mission. The early
part of the trajectory is covered by selected network
stations of the Air Force Eastern Test Range (AFETR)
and the STDN of the Goddard Space Flight Center.
Normally, two-way communications are established be-
tween the spacecraft and the DSN within 30 min after
the spacecraft has been injected into lurar, planetary, or
interplanetary flight. A compatibility test station at Cape
Kennedy (discussed later) tests and monitors the space-
craft continuously during the launch checkout phase. The
deep space phase begins with acquisition by 26-m DESs.
These and the remaining DSSs listed in Table 1 provide
radio communications until the end of the mission.

To enable continuous radio contact with spacecraft, the
DSSs are located approximately 120 deg apart in longi-
tude; thus a spacecraft in deep space flight is always
within the field-of-view of at least one DSS, and for
several hou~s each day may be seen by two DSSs. Fur-
thermore, since most spacecraft on deep space missions
travel within 30 deg of the equatorial plane, the DSSs
are located within latitudes of 45 deg north and south of
the equator, Al DSSs operate at S-band frequencies:
2110-2120 MHz for Earth-to-spacecraft transmission and
2290-2300 MHz for spacecraft-to-Earth transmission. An
X-band capability is being readied for future missions
beginning in 1973.

1The 9-m (30-ft) diam anter na station established by the DSN on
Ascension Island during 1965 to act in conjunction with the STDN
orbital support 9-m (30-ft) diam antenna station was transferred
to the STDN in July 1988,

JPL TECHNICAL REPORT 32.1526, VOL. XIX



To provide sufficient tracking capability to enable
returns of useful data from around the planets and from
the edge of the solar system, a 64-m (210-f;) diam antenna
subnet will be required. Two additional 64-m (210-ft)
diam antenna DSSs are under construction at Madrid and
Canberra and will operate in conjunction with DSS 14
to provide this capability. These stations are scheduled to
be operational by the middle of 1973.

B. Compatibility Test Facilities

In 1959, a mobile L-band compatibility test station
was established at Cape Kennedy to verify flight-space-
craft/DSN compatibility prior to the launch of the Ranger
and Mariner Venus 1962 spacecraft. Experience revealed
the need for a permanent facility at Cape Kennedy for
this function. An S-band compatibility test station with a
1.2-m (4-ft) diameter antenna became operational in 1965,
In addition to supporting the preflight compatibility tests,
this station monitors the spacecraft continuously during
the launch phase until it passes over the local horizon.

Spacecraft telecommunications compatibility in tt.
design and prototype development phases was formerly
verified by tests at the Goldstone DSCC. To provide a
more economical means for conducting such work and
because of the increasing use of multiple-mission telem-
etry and command equipment by the DSN, a Compati-
bility Test Area (CTA) was established at JPL in 1968.
In all essential characteristics, the configuration of this
facility is identical to that of the 26-m (85-ft) and 64-m
(210-ft) diameter antenna stations.

The JPL CTA is used during spacecraft system tests to
establish the compatibility with the DSN of the proof test
medel and development models of spacecraft, and the
Cape Kennedy compatibility test station is used for final
flight spacecraft compatibility validation testing prior to
launch.

Il. Ground Communications Facility

The GCF provides voice, high-speed data, wideband
data, and teletype communications between the Mission
Operations Center and the DSSs. In providing these
capabilities, the GCF uses the facilities of the worldwide
NASA Communications Network (NASCOM)? for all long

2Managed and directed by the Goddard Space Flight Center.
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distance circuits, except those between the Mission
Operations Center and the Goldstone DSCC. Communi-
cations between the Goldstone DSCC and the Mission
Operations Center are provided by a microwave link
directly leased bv the DSN from a common carrier.

Early missions were supported by voice and teletype
circuits only, but increased data rates necessitated the
use of high-speed and wideband circuits for DSSs Data
are transmitted to flight projects via the GCF using
standard GCF/NASCOM formats. The DSN also sup-
ports remote mission operations centers using the GCF/
NASCOM interface.

lil. Network Control System

The DSN Network Control System is comprised of
hardware, software, and operations personnel to provide
centralized, real-time control of the DSN and to monitor
and validate the network performance. These functions
are provided during all phases of DSN support to flight
projects. The Network Operations Control Arca is located
in JPL Building 230, adjacent tc the locai Mission Opera-
tions Center. The NCS, in accomplishing the monitsr and
control function does not alter, delay, or serially process
any inbound or outbound data between the flight project
and tracking stations. Hence NCS outages do not have a
direct impact on flight project support. Voice communi-
cations are maintained for operations control and co-
ordination between the DSN ard flight projects, and for
minimization of the response time in locating and cor-
recting system failures.

The NCS function will ultimately be performed in data
processing equipment separate from flight project data
processing and specifically dedicated to the NCS func-
tion. During FY 1973, however, DSN nperations control
and monitor data will be processed in the JPL 360/75
and in the 1108. In FY 1974 the NCS data processing
function will be partly phased over to an interim NCS
processor, and finally, in FY 1975, the dedicated NCS
data processing capability will be operational. The final
Network Data Processing Area will be located remote
from the Network Operations Control Area so as to pro-
vide a contingency operating location to minimize single
point of failure effects on the network control function.
A preliminary description of the NCS appears elsewhere
in this document.



Table 1. Tracking and data acquisition stations of the DSN

Antenna

. DSS serial Year of initial
DSCC Location DSS designation  Diameter, Type of operation
m (ft) mounting
Goldstone California Pioneer 11 26(85) Polar 1058
Echo 12 26(85) Polar 1962
(Venus)2 13 26(85) Az-El 1962
Mars 14 64(210) Az-El 1966
Tidbinbilla Australia Weemala 12 26(85) Polar 1965
(formerly
Tidbinbilla}
Ballima 43 61(210) Az-El 1973
(formerly
Booroombz)
- Australia Honeysuckle Creek” 44 26(85) x-Y 1973
- South Africa Hartebeesthoek 51 26(85) Polar 1961
Madrid Spain Robledo 61 26(85) Polar 1985
Cebreros 62 26(85) Polar 1967
Robledo 63 84(210) Az-El 1973

sA maintenance faciiity. Besides the 26-m (85-ft) diam Az-El mounted antenna, DSS 13 has a 9-m (30-ft) diam A2-El mounted
antenna that is used for interstation time correlation using lunar reflection techniques, for testing the design of new equipment,
and for support of ground-based radio science.

vTo be shared with STDN until January 1974.
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DSN Command System Mark llI-74

W. G. Stinnett
DSN Systems Engineering Office

A general description is presented of the DSN Command System software
changes that are being implemented to support the Helios and Viking missions.
Comparisons are mude between the present system (Mark 111-71) and the new
system (Mark 111-74). Included are the reasons for the changes, and the DSN plans
to phase all mission support over to the Mark 111-74 system.

l. Introduction

The DSN Multiple Mission Command (MMC) Sys-
tem has successfully supported the Mariner Mars 1971
(MM’71) mission and the Pioneer 10 mission to Jupiter.
The system is now supporting the ongoing Pioneer 10 mis-
sion, the Pioneer 11 mission to Jupiter, and the Mariner
Venus/Mercury 1973 (MVM'73) mission. All of these mis-
sions have been supported with the same DSN hardware.

The command software provided by the DSN in the
Deep Space Stations’ (DSSs) telem-‘ry and command
processors (TCPs) has been basically the same from mis-
sion to mission. The comman:! requirements for each
missioi: have been similar, and thus the software has re-
mained basically the same as that designed for the MM'71
mission (hercafter referred to as the DSN Mark III-71
Command System).
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The DSS TCP is an XDS 920 computer. The DSN im-
plemented the DSS telemetry and command functions
into this computer for all the missions. One ¢f the primary
problems in implementing the command portion of the
software was timing. These timing problems had to be
overcome in the software used during the Mark III-71
era. All the missions supported during this era required
the same transmission rate (1 bit/s); thus, the software
timing considerations were similar,

The DSN is presently implemanting significant changes
in the DSN MMC System (the DSN Mark I111-74 Com-
mand System). The Helios and Viking mission command
transmission rates are 8 symbols per second (SPS) and
4 bits/s, respectively. The software timing considerations
are significantly increased over those missions supported
during the Mark I11-71 era. For this reason, the Comr: nd
System is undergoing extensive software changes.



Il. Mark I1I-74—Command System C: nges
A. Transfer of System Functions

The increased command transmission rates from the
Mark TI1-71 to the Mark 111-74 era have made it necessary
to transfer some command functions from the DSS TCP
to the Mission Operations Center (MOC). Figure 1 shows
a simplified block diagram comparison of the Mark II1-71
and the Mark III-74 Command Systems. One of the prime
time-consuming functions provided by the TCP in the
Mark 111-71 System was command stack manipula-
tion. The TCP sorted, arranged, and searched the com-
mand stack frequently for the Mark 1I1-71 System. The
Mark III-74 System has transferred these functions to
the MOC.

B. MOC Software Changes

In the Mark I1I-71 Command System, the MOC soft-
ware basically provided a remote terminal capability to
the TCP. Under operator control, the MOC software gen-
erates high speed data (HSD) blocks of command data.
The data are transmitted to a DSS TCP, where they are
placed in the TCP command stack. A verification block is
returned. and the MOC performs a bit-by-bit compari-
son with what was transmitted. Failure to verify results
in automatic retransmission of the command block. An
enable block is generated. cither automatically after suc-
cessful verification or under operator control, and trans-
mitted to the DSS TCP. Again a verification block is
returned, and the MOT software performs a bit-by-bit
verification on the enable block. After successful trans-
mission of the command from the DSS to the spacecralft,
the TCP constructs a command confirmation HSD mes-
sage and sends it to the MOC. The MOC software dis-
plays the command confirmation to the operator.

In the Mark I11-74 Command System, the MOC sc'e-
ware provides direct control of the contents of the TCP
command stack. The ..perator controls the contents of the
command queue in the MOC. The MQC software then
can, via HSD messages, force the TCP stack contents to be
consistent with the command queuc in the MOC. Under
operator control, commands are entered into the com-
mand queue. When the operator enables commands in the
queue, the commands are “eligible” for transmissinon to
the DSS TCP. The commands are sent to the DSS TCP
and placed in the TCP per direction in the HSD message.
An acknowledge wiessage is constructed at the TCP and
sent to the MOC. The data are compared against the con-
tents of the queue. Failure to compare results in automatic
retransmission to the TCP. After successful transmission
of a command from the DSS to the spacecraft, a message

is sent from the TCP to the MOC. The MOC con:pares
this message with the contents of the queue. The com-
mand is then marked “successfully confirmed” and dis-
played to the operator.

The basic changes to the MOC software are the com-
mand queue concept and the ability to directly control
the contents of the TCP command stack.

C. TCP Software Changes

In the Mark I11-71 Command System, the TCP sourts,
arranges, and searcnes the commands in the command
stack. Upon receipt of comm.uds from the MOC, the
TCP software sorts priority and timed commands into
basically two stacks. When enable messages are received
from the MOC, the TCP software is required to search
the complete stack to ensure proper command enabling.
When interrupts (every bit time) are received that tcll the
software that the hardware is readv to transmit the next
command, the complete stack is searched in an attempt to
find a command that is eligible (enabled and ‘or timed)
for transmission.

In the Mark I1I-74 Command $_stem, the TCP soft-
ware is no longer required to arrarge and s~arch the TCP
command stack. The MOC software is requied to keen
the stack in logical order such that the TCT -niy has to
“look” at the top command in the stack. Th.e TCP stack is
arranged into four modules and an ac.ve register. The
stack is loaded by module via HSD block from the MOC.
The MOC software is required to keep the stack modulcs
updated consistent with the command queue in the MOC.
The only command eligible for transmission to the space-
c:aft is the top command in the number one module.
Note that an enable message is no longer required from
the MOC. There are two types of commands in the
Mark I11-74 Systera: (1) timed commands, and (2) non-
timed commands. A nontimed command will be trans-
mitted immediately when it occupies the top command in
the number one stack module. A timed command will be
transmitted when the GMT reaches the command trans
mit time and the command accupies the top command in
the number one stack module. The command is trans-
mitted to the spacecraft by “moving” it to the active
register. Upon successful transmission of the command
from the DSS to the spacecraft a HSD message is con-
strucied by the TCP and sent to the MOC for notification
of confirmation.

The primary change to the TCP software for the

Mark I11-74 System is the deletion of stack arranging
and scarching. Thi- has allowed the capability for the
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software to peiform more important functions at the
higher command bit rates. The same types of hardware
checks provided at 1 hit/s for the Mark III-71 System can
be provided for the Helios command rate of 8 SPS.

lll. Mark I1l-74 Command System—
Mission Support Plans

It is desirable from an operational and sustaining engi-
neering viewpoint that all missions supported by the DSN
be supported by the same DSN Command System. An

JPL TECHNICAL REPORT 32-1526, VOL. XIX

operational consideration is that two-system operation
can lead to confusion when different characteristics exist.
Another operational consideration is that personnel train-
ing is simplified when one system is used. The sustaining
engineering consideration is, of course, less cost. For these
reasons, the DSN plans to phase all mission support over
to the Mark 111-74 Command System. The present plans
for phase-over of all support is shown in Table 1. All
missions will be phased over after critical events are
complete. The Hozlios and "\ iking test periods and flight
operations will be supported entirely by the Mark I1I-74
Command System.



Table 1. Mission support phase-over plans to the
Mark 11i-74 command system

Mission L'est period Flight operations
MVM'73 May-June 1974 July 1974
Pioneer 10 January-August 1974 September 1974
Pioneer 11 Same as Pioneer 10 January 1975
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Fig. 1. Comperison of Mark 111-71 and Mark H1-74 command systems
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Viking Mission Support
D. J. Mudgway
DSN Systems Engineering Office

J. W. Johnston
Network Operations Office

This article describes the Networ~ Operations Plan for Viking 1975 and includes
some DSN support requirements unique to Viking which hace resulted in unusual
attention to Deep Space Station hardware failure mode configurations. Also dis-
cussed are samples of the single point failure strategies incorporated in the
Viking 1975 Deep Space Station telemetry hardware configurations. The rationale
for the implementation of 100-k\V transmitter capability at DSSs 43 and 63 is

also given.

I. Network Operations Plan for Viking

The public-ton of the Network Operations Plan for
Viking 1975 (Ref. 1) constitutes a further milestone mark-
ing the initial point at which the DSN operations per-
sonnel in general became directly involved with the
Viking Project. This document interprets all the Project
requirements levied on the Deep Space Network to sup-
port the Viking 1975 mission. It specifies the required
human and technical interfaces and the mauner in which
the DSN capabilities, described in the DSN Preparation
Plan for Viking 1975 Project (Ref. 2), will be employed by
Network Operations to support Viking pre-launch and
flight operations activities. Finally, this constitutes the
prime reference regarding the Viking DSN training, test-
ing, configurations, procedures, and operations, for all
personnel in the DSN Operations Office.
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Il. Unique Viking Requirements

In previous missions, during the limited cnitical and/or
extremely high-activity periods, the requirement for hard-
ware failure backup has been met at the Deep Space
Stations by scheduling a second station in parallel and/
or the use of complete parallel strings of equipment
readied in a “standby” state.

The Viking 1975 mission is unique in this respect in
that: (1) the critical/high-activity periods will extend for
up to 5 months continuously, (2) three DSSs at each loca-
tion will be required for 2 months, 7 days | r week (no
backup stations) (see Fig. 1), and (3) ‘he 5-month period
requires the simultaneous use of six elemetry L.rdware
strings out of a total station complement of six strings
(no backup strings) at each 64-m-antenna DSS.
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Another umque characteristic of the Viking mission is
that, during the planctary operations phase. four space-
craft will be within the beamwidth of a single DSS
antenna, and the 64-m subnet will be required to track
up to three spacecratt simultancously and to provide one
uplink and process six telemetry subcarriers. As practi-
cally all of the Deep Space Station equipment will be in
use during three-spacecraft operations, the configurations
defined in the Network Operations Plan have been de-
sitned to include new extensive “cross-switching”™ capa-
bilitics. These greatly increase the flexibility over current
configurations and provide optimum use of the equipment
for data processing in the case of an equipment failure,
Also. the conjoint 26-m-antenna stations provide uplink
and backup “clemetry hardware, accessible from their
conjoint 64-m-antemna stations. (DSSs 11 und 14 have the
same capability, using a microwave link.)

IIl. Deep Space Station Telemetry
Requirements for Viking

The 64-m-2 wnma DSS Viking 1975 telemetry configu-
retions are 1 quired to be capable of processing the types
of data shown in Tables 1 and 2 from two Orbiters and
one Lander simultancously.

V. Configuration Rationale

Fecause of *he difference in capabilities between the
26-1n co-locate.  28-m conjoint. and 64-m DSSs and also
the differ = ¢ between the hardware strings inside the
DSSs. e cenfiguration rules or guidelines became
evi-lent when the Viking configurations were formulated.
- mples of some basic rules are:

{1) Rule: The 64-m-antenna DSS should be regarded
as prime telemetry receiver for all three spacecraft.
Reason: Creater antenna gain of 64-m DSS.

Rrle: The 64-mi-antenna DSS should be configured
to provide the prime Orbiter uplink and receive
that spacecraft telemetry en the Block IV receiver/
exciter.

Reason: The Block T and Block 1V recciver/exciter
subsystems are separate sub . stems with no coher-
-t common referenee, and the X-band recciver
(Block TV onlv) must be coherent with the S-band
uplink. which is being multiplicd in the spacceraft
to provide the S-band and X-band downlinks,

(4]
—

(‘) Rule: Only one Orbiter should be scheduled to
provide X-band rangin,, {or a complete station pass.
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Reason: To switch from one Orbiter to the other
would involve a double station uplink transter of
the two Orbiters between the 26-m, Block 1T and
64-m Block IV exciters. cuusing approsimately 60
min loss of command. metric. and ranging data on
cach transfer.

As these rules emerged with the development of the
actailed configurations, it became apparent that certain
spacecraft/ground receiver configurations had logically
evolved. These will vary with the single Orbiter. Orbiter
and Lander. Orbiter and Orbiter. or Orbiter. Lander. and
Orbiter situations encountered during the mission. The
Network Operations Plan for Viking contains a total capa-
bilities configuration, standard coniigurations for cach of
the spacecraft combinations. plus approximately 50 alter-
nate backep configurations to cover specific failures. Each
configuration is designated by a code number. The
samples used here to illustrate the concept are for the
Orbiter/Lander/Orbiter situation.

V. 64-m-Antenna Telemetry Configurations
for Viking

The DSS 14 Viking 1975 hardware canabilities are
shown in Fig. 2. The Orbiter/Lander/Qrbiter standard
configuration is presented in Fig. 3.

VI. Failure Strategy and Configurations

The single point failure recovery is presented in the
Network Operations Plan for Viking in the form of tables,
listing the reconfiguration to be applied in the case of
failure of each receiver. subcarrier demodulator assembly
(SDA), symbol synchronizer assembly (SSA), block de-
coder assembly (BDA), data decoder assembly (DDA),
and telemetry and command processor (TCP).

Experience has shown that an assembly failure rarely
occurs during real-time tracking, but quite often is dis-
cevered during the pre-track calibrations. The tables re-
{erred to have a column labeled “Resultant Constraint.”
which indicates what data, if any, are changed (e.z., lower
bit rate) or lost (¢.g.. X-band doppler and ranging deleted)
when the reconfiguration is complete. There is no listing
of amount of data lost duiing the reconfiguration result-
ing from real-time re-initialization or reloading of the
software. The example shown in Fig. 4 would be appli-
cable in the event of failure of Receiver No. 1, which is
listed under Code 31. In this case, the receiver is replaced
by Receiver No. 4, which is normally receiving the X-band
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signal, so that the X-band data are “given up” in favor
of the S-band telemetry.

The second example, as shown in Fig. 5, would be
applicable in the event of failure of SDA 3. which is listed
under Code 36. In this case, SDA 3 is replaced by SDA 7
i the 26-m conjoint DSS). During planetary operations,
the conjoint 26-m DSS (or DSS 11 at Goldstone) would
normally be scheduled to support in parallel to supply
the second uplin<. At DSSs 43 and 63, the receiver out-
put {subcarrier plus data) is hardwired to the SDA at
DSS 42 or 61. and the SDA output is hardwired back to
the 64-m SSA. At DSS 14/11, these functions are carried
out via a microwave link.

VIl. Rationale for Implementation of 100-kW
Transmitter Capability at DSSs 43 and 63

The DSN response to the Viking requirement for
100-kW transmit capability at the overseas DSSs (Ref. 3,
p- 2300.2) is given in the NASA Support Plan (Ref. 4,
p 430.1) as follows; “. . . at DSSs 43 a~d 63, 100 kw trans-
mitter will provide dual links at 10 kw each.” At the
time this was written, the requirement and its response
were principally oriented toward the need for simultane-
ous commanding from a single station to two spacecraft
(Orbiter/Orbiter or Orbiter/Lander).

Early in 1973, the Tracking and Data System met with
the Project and indicated that the dual-carrier, single-
transmitter mode of operation presented technical prob-
lems which were not fully understood and recommended
that the “dual-carrier” mode be considered as a “inission
enhancement” feature only in all future mission plaaning.
The prime mission mode was to be based on the use of
two subnets, with the simultaneous command require-
ment being met with two stations, i.e., a 64-m and a 26-m
DSS at cach longitude. This decision is reported in: Ref. 5.

In preparing the FY'74/75 budget, it was proposed that
the “mission enhancement” feature of Viking support be
dropped by deferring the 100-kW transmitters to a post-
Viking era.

Evaluation of the consequent impact on the Viking
mission planning and flight support showed that, irrespec-
tive of the dual-carrier requirement, there remained a
need for a 100-kW transmit capability at DSSs 43 and
63, as well as the 400-kW transmit capability at DSS 14,
to avoid unacceptable risks and/or constraints to Viking
Lander operations (Mission B particularly) due to any
of the following causes:
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(1) Worst-case telecommunications performance
(2) Adverse landing slopes (20 dey)

{3) Random Lander orientation

(4) High-gain antenna or computer malfunction
{3) Southerly landing sites {30°S:

(6) Need for real-time retargeting of landing site

(¥} Late launch in the secondary mission

The dominant factor influencing all of the foregoing
effects is the most recent Lander low-gain antenna pat-
terns measured on a *-scale model. These patterns show
severe distortion due to adjacent hardware on the Lander
structure, which results in large negative gain over
substantial portions of the antenna field of view. Most
of the conditions described above could result in Earth
look vectors which lie in these negative gain areas, and
hence require a high-power transmit capability to com-
pensate for the antenna gain deficiencies.

Typical low-gain antenna radiation patterns discussed
above were analyzed at gain levels of —3 and —10 dB.
These are the levels required to support the command
link for 20- and 100-kW transmitters. This analysis is
summarized in Fig. 6, which shows the Lander cone and
clock angle regions where the low-gain antenna coverage
is adequate to support the command link.

The history of the look vector to Earth as seen from
the Lander for a 30°S latitude landing site is also shown
in Fig. 6. The dashed line represents the nominal Earth
track as seen from the Lander early in the mission. Time
ticks are located on the nominal track to provide a relative
time reference. The envelope about the nominal track
considers a =20-deg adverse surface slope, +20 deg un-
certainty in he landed azimuth of Lander leg 1, and the
worst case relative Earth/Mars geometry over the 90-day
landed mission.

The shaded 2reas within the Earth track envelope
represent those areas where the Lander antenna gain is
not sufficient to support the command link with a 100-kW
transmitter. The area which lies between the shaded
contour and the upper contour line is that Lander cone/
clock angle region where command capability exists with
a 100-kW transmitter but not with 20 kW. Command
capability exists with a 20-kW transmitter for the Lander
cone/clock angle region above the second contour.
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Obviously, the opportunity to command the Lander
over the low-gain antenna is ceverly Liunited for the 30-8
latitude Janding site. Only one half of the total daily Earth
view period is available for Lander command with a
20-kW transmitter.

The command link performance for this same set of
conditons (30°S latitude) is given in Fig. 7 for no-slope
conditions and in Fig. 8 for 20-deg slope conditions.

In Fig. 7, the performanc: is shown for the time of day
when Farth has risen to a 15-deg elevation angle above
the local horizon. No adverse slop= is considered. At this
time of day, the Lander cone angle of the look vector to
Earth is 105 deg, or conversely, the aspect 2ngle of Earth
as seen from the Lander antenna boresight is 15 deg.

The curve labeled “nominal” was generated from the
free space Lander gain pattern at an aspect angle of
75 deg. This curve shows a margin of approximately 3 dB
above that required with 20 kW of transmitter power.
The best and worst curves were developed from the
installed *-scale model antenna pattern data as follows:
The curve labeled “best” was derived from the highest
Lander gain found on the installed patterns at an aspect
angle of 75 deg. Because of the uncertainty in the landed
Lander azimuth orientation and the desire to place no
further constraint on the time of day at which a command
session can occur, the entire Lander clock angle region
(0360 deg) was considered.

The curve labeled “worst” was derived as explained
abouc. except that the lowest Lander gain at an aspect
ang'e of 75 deg over the total clock angle region was
considered.

Figure 8 reflects the same conditions as defined for
Fig. 7, except that a 20-deg adverse surface slope was
considered. The nominal. best, and worst curves consider
Lander antenna gain at an aspect angle -f 95 deg.

The curves shown in Figs. 7 and 8 indicate that the
kW capability is inadequate to meet the required
command link margins under the worst-case conditions
censidered.

These data were presented in overview by the Martin
Marietta Corporation (MMC) at the Viking Lander
Critical Design Review in Denver on September 18-20
an in detail to the Viking Telecommunications Working
Group «t MMC in Denver on September 21. Both these
organizations, z< well as the Viking Project Manager,
agreed that the 100-k'V transmit capability at the over-
seas stations was a necessary clement in the DSN support
planred for the Viking mission. Accordingly, the current
revision to the Viking Support Instrumentation Require-
ments Document, dated September 17, 1973, deletes the
dual-carrier requirement, but restates the requirements
for the 109-kW capability at DSSs 43 and 63 for the
purposes described above. Implementation of this capa-
bility has since been reinstated and is proceeding toward
an operational datc of January 1, 1976.
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Table 1. Viking Orbiter (VO) channel assignments

L\ Subcarrier
TLM Designator  Description Bitra - frequency,
channel ‘
kHz
Low B Uncoded 813 0r 3315 24.0
engineering  bits/s
data
High C Coded (32, 1,2,4,8,0r 240.0
6) science 16 kbits/s
data
A Uncoded 1,2, 0r4 240.0
science data  kbits/s

Table 2. Viking Lander (VL) channel assignments
(for VL/DSN S-band direct link)*

Bi Subcarrier
TLM Designator  Description ‘t, rate, frequency,
channel bits/s kHz
Low B Uncoded 85 120
o engineering
14
data
High A Coded (32, 250, 500, 72.0
6) science  and 1000
data

aThe VL/VO UHF link at 4 or 16 kbits/s will not be received
by the DSSs.
Relay “feedthrough™ data (VL to VO) during prescparation
and landing wiii be received at the DSSs via the VO subcarrier
and are regarded as VO data by the DSN,
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Pioneer 10 and 11 Mission Support

R. B. Miller
DSN Systems Engineering Otfice

This article describes significant aspects of the successful Pion-er 10 encounter

of the planet Jupiter.

. Encounter Summary

At the time of writing, Pioneer 10 had completed all
but 1 week of the 60-day encounter of the plant Jupiter.
The Jupiter environment was found to be much more
complex and interesting than had been anticipated. The
field and particle environment is not simply a dipole
field with trapped particles interacting with the solar
wind in a semi-static fashion. Tremendous fluctuations in
the extent of the bow shock were observed, apparently
related to the changes in intensity of the solar wind. Com-
plex structure was observed inside of the bow shock.
and a radiation intensity 1000 times higher than is con-
sidered lethal to a human being, although the actual
magnctic ficld strength measured was at the lower end of
the preflight range of estimates.

Ciosest approach to Jupiter was reached at 02 25:19
Greenwich mean time on December 4, 1973, at a range
of 2.86 Jupiter radn, 203,250 km from the center of the
planet (the radius of the visible disk is about 71,000 km),
or 132250 km from the visible surface. The spacecraft
appears to have experienced nearly the maximum radia-
tion dose it could take without catastrophiz damage to
equipment and instruments. Temporary (reversible)

JPL TECHNICAL REPORT 32-1526, VOL. XIX

damage was experienced in some areas such as in th
ultraviolet spectrometry. and mild effects on the radio
subsvstem were apparent as shifts in the on-board
oscillator frequency and receiver rest frequency. The
asteroid/meteroid  detector appears to have suffered
permanent damage in its optics. There was no ioss of
primary science data due to the radiation effects.

The occultation experiment was successful: an iono-
sphere was detected on the moon lo, and all data were
obtained during the entry and cxit phases of the Jupiter
occultation. The occultation cxperiment secks to deter-
mine atmospheric charactcristics by gromnd-based mea-
surement of the offeets on the S-band radio link as it
tronsmits through the atmosphere. The Jupiter atmo-
sphere is apparently very complex. and much analysis by
the experimenter will be necessary to model the observed
effects.

The imaging photopolarimeter returned many  in-
triguing pictures of the planet. The radiation measure-
ments by other instruments peaked at something like
400 million 30-MeV electrons and 4 million 3-MeV pro-
tons per square centitneter per second. The temperature
weasurements showed that the planet radiates about
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2t tim s the thermal energy it receives from the Sun
aed that there is no sienificant ditference between dayv-
time: and nighttime temperatures.

H. Ground System Performance

Besides being the finst spacecraft to Hy by the planet
Jupiter. and the first to utilice nuclear power,  the
Pioncer mission had another unique aspect which reflected
heavilv on the ground system: the fiving of a complex
planetary' ¢ncounter at o« tremendous distance  from
Earth. and therefore a long round-trip lizht time. without
an on-board Hight sequencer. Virtually the entire en-
vounter sexjuenc.: had to be controlled by ground com-
mands.with a 92-m round-trip light time before the effects
of transmitied commiands could be observed. Between
November 4. the start of Jupiter encounter, and Decem-
her 14, over 13,000 commands were sent to the Pioneer 10
spacecraft. By DSN unt, 1712 commands were sent
on the day of periapsis passage alone. which corresponds
to a H% service rate for the command system, con-
sidering that vach command is 22 s long and that there
are 56400 s in a dayv. This means that commands were
radiating the day of periapsis about 4 min out of every 9.
or a command was transinitted an average of every 30 s
the entire day.

The high level of command loading ard the potentially
serious effect of interruptions in command capability
on the encounter sequence were recognized. and the
primary activity in preparating the ground syvstem for
this encounter was to seck means to improve total com-
mand reliability. Improvement of the command system
reliability involved making very minor changes in DSN
software, but there were no hardware changes. Improve-
ment in reliabilitvy came principally from changes in
procedures, heavy training activity. and providing max
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mum redundancy  available from the evisting baple-
mentation. The most importiant two factors in achieving
a simificant increase in command reliability were first,
getting the Project peronnel to use the existing con-
mand capabilities in a consistent and optimized mode—
e switching from priority commands te timed com-
mands and wsing command  file capabilitics in  the
Mission Control and Computing Center (MCCC)Y 360/
73 and. second and most important, ensaring that all
personnel in each element of the Ground Data System
understood the importance of command reliability to
the :_:ceess of the mission.

The fruits of the preparation efforts were exceptional
ground svstem reliability durine the 60 davs of encounter.
Prior to the encounter, there had been an interruption to
commanding an average of about one ever 30 h of heavy
command activity. From November 4 to December 20,
with the large volume of commanding described, there
were only six such interruptions caused by DSN hard-
ware. software. or procedural problems, and. fortunately.
none of these failures caused a loss of science data.

A further aspect of the spacecraft design that reflected
on ground syvstem reliability was the lack of an on-board
data recrrding system to allow for data plavback. The
cata received in real time at the DSS were the only data
acyuired. In this regard. the telemetry system reliability
performance was also excellent, with only a few minutes
of data lost on a single day during encounter * November
9). when several antenna stoppages were experienced.

Therefore, with a statistical sample of one. the capa-
bility of having a highly successful planetary encounter
using a low-cost spacecraft with limited automatic opera-
tion and heavy reliance on ground svstem reliability was
demonstrated.
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Summary Report on the Mariner Venus/Mercury 1973
Spacecraft/Deep Space Network Test Program

A. l. Bryan
DSN Systems Engineering Office

The Mariner Venus Mercury 1973 (MVY'73) Spacecraft/Deep Space Network
(DSN) compatibility test program consisted of three phases of testing. Subsystem
design, system design, and system verification tests were performed at JPL and
Cape Canaveral. Preliminary design tests, in‘tiated in late 1971, preceded the
formal compatibility test program that culminated in finai verification of DSN/
MVM’73 Spacecraft compatibility on October 23, 1973. This report describes the
tests and test results that provided the basis for establishment and continuous
verification of DSN MVM’'73 Spacecraft compatibility.

I. Introduction

The initial efforts to establish DSN,MVM™73 Space-
craft compatibility consisted of an intensive series of tests
to determine the Telemetry and Command Data Han-
dling (TCD) Subsystem performance for MVM'73 telem-
etry modes. The tests were performed in late 1971 at the
Compatibility Test Station (DSS 71), the Compatibility
Test Area (CTA 21), and the Telemetry Development
Laboratory {TDL) utilizing telemetry simuiators and test
software,
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Preliminary design tests utilizing MVM'73 Spacecraft
components were performed at CTA 21 and TDL during
the early part of 1972. These tests were accomplished with
TCD software that consisted of modified Mariner Mars
1971 (MM71) operational software and revised TCD test
software.

Phase I of a threc-phase test program to establish DSN/
MVM73 Spacecraft compatibility was performed with
CTA 21 and TDL starting in September, 1972. This phase
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of testing continued through April 1973, and demon-
strated design compatibility between the spacecraft tele-
communication salisvsienss and the PSN

Phase 11 of the test program was pe.ronned with
C7A 21 in July 1973, The objective of this series of tests
was to establish system design compatibility between the
flight spacceeraft and the DSN. Operational TCD software
was utilized by CTA 21. and the spacecraft was located
in the thermal-vacuum facility at JPL.

Phase 111 compatibility tests were performed at Cape
Cenaveral between DSS 71 and both of the MV MT73 flight
Spacecraft located in the Assembly and Checkout Facility
(Building AO). the Explosive Safe Facility (ESF), and
Launch Complex 36. The objective of these tests was to
verify continued interface integrity and maintenance of
compatibility during prelaunch preparations.

Il. Test Report

Initial tests to determine the TCD performance for
MVM7T3 telemetry modes were performed at DSS 71 in
September 1971 These tests indicated losses that were
higher than predicted for the high-rate modes. and minor
operational difficulties with the low-rate modes. These
test results prompted an intensive series of tests at TDL
and CTA 21 in an cffort to better understand the TCD
performance for MVM73 telemetry. These tests utilized
simulated MVM'73 telemetry, MM71 hardware, and soft-
ware that consisted of modified MM'71 operational soft-
ware combined with revised TCD test software. Details
concerning test configuration and measurcd test results
are contained in Division 33 correspondence and reports.

Preliminary design tests with spacecraft components
were performed at CTA 21 and TDL during the period
April through August 1972. This serics of tests could not
demonstrate subsystem design compatibility because
TCD operational software was not available and the
spacecraft components consisted of breadboards. The pri-
mary ohjective of these tests was to provide insight into
spacecraft and DSN performance capabilities and to en-
hance analysis and conclusions derived from compatibility
testing.

In September 1972, the threc-phase test program to
establish DSN MVM'73 Spacccraft compatibility was
initiated. Each phase of testing was divided into seg-
ments as shown in Fig. 1; the individual tests performed
in each phasc and segment arc shown in Table 1. Test
descriptions for all test phases are contained in Ref. 1.
Details concerning spacecraft modes, test criteria, and
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measured test results are contained in D™+ vt proce-
dures prepared in response to PD 615-115 and in Office
420 130 test reports.

A. Phase | Tests

Th . Fjeetive of tests v h< phase was to demonstrate
design compatibility between the MVM7T3 spacecraft
telecor...nunications subsystems and the DSN.

1. Flight No. 1 tests. These tests were conducted at
CTA 21 on September 29, 1972, utilizing Flight No. 1
spacecraft components and TCD test software. Although
S-band RF interface testing was emphasized. preliminary
telemetry and command tests were performed. The use of
TCD test software did not ¢nsure subsystem design com-
patibility. but did provide a functional test of the DSN
and spacecraft hardware.

2. Flight No. 2 tests. Tests were performed in De-
cember 1972, and J. wary 1973, with CTA 21 and the
MVAM'73 Flight II radio frequency subsystem (RFS) and
modulation demodulation subsystem (MDS). Emphasis
was placed on the RF and command interfaces. A total of
eighteen tests were successfully completed with no anom-
alies observed. All telemetry tests were perforraed as func-
tional tests sincc operational software had not vet been
developed.

3. Command and telemetry tests. Formal compatibility
testing was changed to informal software checkout and
development testing status. This action was the result of
delays in acceptance testing of the operational software,
and was performed over the time period April through
July 1973. Several problems with the software were dis-
covered. Most of these problems were related to the in-
ability to acquire 83 bits/s at high signal conditions. Of
lesser significance was loss of TCD program control when
selecting a redundant Subcarrier Demodulator Assembly
(SDA) or initialization of 490 bits s.

Hardware problems uncovered were a possible align-
ment problem with the SDA and an interference problem
using the discrete spectrum from the Planetary Ranging
Assembly (PRA). With the former problem, one of the
two SDAs at CTA 21 would not acquire at the project-
specified Mercury encounter telemetry threshold ST, N,
(0.63 dB).

A special alignment of the SDA was considered to be
a resolution to the problem. With the latter problem, the
telemetry signal-to-noise ratio (SNR) estimators in both
telemetry channels (22.05/2.45 kilobits/s) indicated an
increase in SNR with the PRA discrete spectrum ranging
as opposed to the Mark 1-A continuous ranging.
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4. Block IV exciter tests. Block IV exciter (S-band)
command capability was established duiing tests on
August 3, 1973, utilizing a tlight radio (S. N 008, and the
prototype command unit. The S X-band receiver tests
were not accomplished because of the nonavailability of
Block IV receiver equipment.

B. Phase |l Tests: Flight No. 2 Spacecraft/
CTA 21 Testing

This testing was performed during the month of July
1973 with the spacecraft located in the Thermal Vacuum
Chamber. Testing was conducted at various sun levels to
simulate: (1) 1.0 Sun, (2) 2.0 Sun, (3) 4.8 Sun, and (4) Am-
bient. Several problem areas were uncovered and are
listed below:

{1} The SDA lock indicator would not indicate in-lock
at threshold, 5 X 10-* data bit error rate (BER), for
22 kilobits s, bluck coded data.

(2) For some SDA Symbol Synchronizer Assembly
(SSA) combinations, insufficient SDA correlation
voltage was achieved for 22 kilobits ‘s block coded
data to achieve SSA lock.

(3) The Mission and Test Computer 'MTC) experi-
enced difficulty in achieving frame sync at threshold
for 22 kilobits /s, block coded data.

(4) The operational software (DSN Program Library
Software No. (DOI-5050-OP) would not achieve
reliable bit svnce lock for 8'4 bits/s at high signal
level conditions.

These problems were not resolved during the July 1973
testing at CTA 21, but were given high priority for con-
tinued investigation during the Flight No. 1 testing to be
conducted at DS 71. All other objectives of the test plan
for Flight No. 2 spacecraft were successfully completed
during this phase.

C. Phase Il Tests

1. Flight No. 1 compatibility verification tests. This
testing was performed at Cape Canaveral on August 26,
1973. The spacecraft was located in Building AO end an
RF link was established to DSS 71; however, Revision A
of the operational TCD software was not available. Spe-
cial emphasis was placed on problems uncovered at
CTA 21 during Flight No. 2 testing. A summary of the
testing and results is as follows:

(1) Commund: the DSN Spacecraft command system
design was declared compatible. There were no
outstanding problems remaining upon completion
of this testing.
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(2) Telemetry: the SDA and SSA lock problems dis-
cussed under Phase II testing were tested exten-
sivelv during this period. A standard alignment of
the SDAs was performed followed by a series of
acquisition tests at an ST, N, of 0.63 fcr 22 kilo-
bits s coded qata.

The SDA ‘SSA combination acquired and per-
formed without any difficulty. A decision was made
to abandon further tests. Although the telecom-
munications system was designed to operate at a
point below SDA SSA design threshold, there
appeared to be no problem in meeting project re-
quirements at Mercury encounter.

(3) Ranging: an interference problem in the telemetry
signal-to-noise estimator occurred when the PRA
discrete code was applied to the up-link. This prob-
lem was manifested by higher-than-normal SNR
printouts. An operational resolution of this com-
patibility problem was to operate the uplink RF
signal at or below —100-dB signal levels.

(4) RF tests: all RF tests were successfully completed
and compatibility was declared satisfactory.

2. Flight No. 2 compatibility verification tests. This test
was performed on September 22 and October 23, 1973 at
Cape Canaveral. The spacecraft was located in Ruild-
ing AO for the September 22 test, and Launch Com-
plex 36 for the October 23 test. All testing was performed
via an RF link and the launch version (Revision A) of the
TCD operational software was utilized successfully.

Tests performed on September 22, 1973 cleared an out-
standing compatibility problem. For the first time, a video
picture was sent from the spacecraft to MTC and fullv
reconstructed. Data rate for this event was 22 kilobits/s,
block coded. The M26X software module was also suc-
cessfully exercised during this test. All other objectives of
testing on this date were successfully completed.

Following completion of these tests, an operational
readiness review was held on September 26, 1973 with a
report of compatibility status as follows:

(1) Command design compatibility established.

(2) Telemetry design compatibility established with
additional testing of DOI-5050-OP-A scheduled for
October 23, 1973.

(3) RF design compatibility es*ablished.
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(4) Ranging design compatibility established with
additional operational testing scheduled for Octo-
ber 23, 1973.

On October 23, 1973, final compatibility testing was
conducted with the Flight No. 2 spacecraft encapsulated
in its launch configuration and located at Launch Com-
plex 36. All compatibility deficiencies encountered during
the September 22, 1973 testing were resolved. Therefore,
complete compatibility was established for all elements of
the Spacecraft DSN interface.

l1l. Conclusions

The successful conclusion of the formal DSN/MVM'73
compatibility program enabled the establishment of tele-
communications compatibility as evidenced by the suc-
cessful launch of the MVM73 spacecraft on November 3,
1973.

The importance of the performance of a formal com-
patibility test program is clearly demonstrated bv the
problem areas uncovered, verified. and resolved during
the DSN MVM'73 testing.
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Table 1. DSN/MVM'73 compatibility test matrix

Phase

1 o

j

11X

Segment

Syatem te.ts

1 3 3 4 5 6 .| Ta

10

$-Band RF
Downlink. one-way
Uplink tnresho'd two-way
Two-way
Spacecraft receir er pull-in range

Spacecraft receiver tracking rate and range

Carrier restdual 0 jitter

Uplink spectrum analysis

Downlink spectrum analysis

Simulated dynamic conditio

Spacecraft receiver best-lock frequency
Amiliary oscillator frequency

Dynamic acquisition

X-Band RF
Carrier residual 0 jitter
Tracking range and rate
Downlink threshold

Command
Polarity verification
Acquisition
Capability under doppler
Capability with ranging
Operational capability
Dynamic acnaisition
Telemetry
Functional («trong signaly
Mode 1
Mode 2
Mode 3
Mode 4
Mode 5
Mode 6
Mode 7
Threshold
Mode 1
Mode 2
Mode 3
Mode 4
Mode 5
Mode 6
Mode 7

S-band ranging
Acquisition
Polarity verification
Channel delay
Under doppler conditions

X-band ranging
Acquisition
Polarity verification
Channel delay
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A
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i i B i i i ]
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P
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AA A AA
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aTests 7a. b, and ¢ are Sun levels 1, 2, and 4.8, respectively.
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1972

1973

[}
[

PHASE |-
SEGMENT 1:

SEGMENT 2:

SEGMENT 3:

SEGMENT 4.

SEGMENT 5:

PHASE i1
SEGMENT 7:

PHASE {1l
SEGMENT &

SEGMENT 9.

MVM BREADBOARDS
AT CTA-2Y

73-1 TELECOMMUNICATIONS
SYSTEM AT CTA-21

73-2 TELECOMMUNICATIONS
SYSTEM AT CTA-21

TELECCMMUNICATIONS/
COMMAND BREADBOARDS AT
CTA-21

RFS/TRANSMITTER AT DSS 14

73-2 FLIGHT SPACECRAFT
COMPATIBILITY DEMONSTRATION
AT THERMAL VAC AND CTA-2}

73~1 COMPATIBILITY
VERIFICATION AT ETR

73~2 COMPATIBILITY
VERIFICATION AT ETR AND
ON PAD

Fig. 1. DSN/MVM'73 compatibility test schedule
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The Mariner 9 Quasar Experiment: Part |

M. A. Slade and P. F. MacDoran
Tracking and Orbit Determination Section

I. 1. Shapiro
Massachusetts Institute of Technology

D. J. Spitzmesser
Network Operations Section

J. Gubbay. A. Legg, and D. S. Robertson
Weapons Research Establishment, Australia

L. Skjerve
Philco-Ford Corporation

Differential very long baseline interferometry (VLBI) experiments were con-
ducted in 1972 between Mariner 9 and various quasars. The objective of these
experiments was to determine the position of Mars in the VLBI reference frame.
This first of two articles gives background and describes experimental procedures.
A subsequent article will describe the analysis of the data and the result obtained

for the differential position.

1. Introduction

The technique of very long baseline interferometry,
presently under rapid development, holds promise of mak-
ing important contributions to spacecraft navigation.
Through VLBI observations of extragalactic radio sources,
many of them quasars, it will be possible to determine
Earth’s orientation (UT1 and polar motion) accurately
with respect to the inertial frame formed by these sources.
Our expectation is that within the next 5 years VLBI will
be able to provide, for example, measurements of UT1
routinely with uncertainty below the 1-ms level, which
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projects to a position error of about 10 km at a gr:ocentric
dictance of 1 AU (still by no means the theoretical limit of
the technology). In order to utilize this accuracy for inter-
planetary spacecraft navigation, we must know the orien-
tation of the planetary system with respect to the same
inertial frame. Since the planets are not themselves suit-
able targets for VLBI observations, an indirect approach
is necessary. It was therefore suggested by one of us
(LI.S.) that a spacecraft in orbit about another planet
would be an appropriate target.
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In bricf, the proccdure proposed was to utilize iwe of
the DSN antennas to observe alternately, but in synchro-
nism, the spacecraft and an extragalactic radio source that
lics nearby in the sky. With sufficiently stable frequency
standards and adequate signal-to-noise ratios, it is possible
to switch back and forth between observations of the
spacecraft and the natural radio source 50 as to be able to
determine the time development of the fringe phase for
each target without the introduction of any 2= ambiguities
other than the initial one that affects all such observations.
The differences in the fringe phases for the two targets
represent extremely accurate observables since they are
freed, through cancellation, from most instrumental ef-
fects. Because the two sources, by design. subtend a very
small angle at Earth, the propagation-medium effects tend
to cancel as well. This technique of differential VLBI
(AVLBI' appears capable, when developed, of the deter-
mination of relative positions with an uncertainty at the
milliarcsecond level. (Also see Ref. 1.

The first opportunity to apply this technique arose with
the Mariner 9 spacecraft in January 1972. During this
primary portion of the mission, several sets of observations
were conducted. Other observations were carried out dur-
ing the extended mission. Unfortunately, the required first
local oscillator (LO) signal could not be derived from the
station frequency standards by integer multiplication be-
cause of the lack of appropriate instrumentation. There-
fore, the first LO chain was driven by a synthesizer signal
and, as a consequence, sufficient frequency stability with
the interferometer was not obtained to allow the fringe
phase to be “connected” between observations of either of
the two targets without the introduction of 2= ambigui-
ties. Therefore, only the fringe rates, which are inherently
unambiguous although less accurate, were available for
the determination of relative position. A detailed descrip-
tion of these experiments is given in the following sections;
the results will be discussed in the final article of this
two-part series.

Il. Experiment Description

Injtially, three sets of observations ‘were taken on
January 17, 20, and 25, 1972, during mutual visibility be-
tween the 64-m Mars antenna (DSS 14) at Goldstrae, Cali-
fornia, and a 26-m antenna at Woomera, Australia (DSS
41). The natural source which was observed alternately

'Had four antennas been available (a pair at each end of the long
baseline), observations of each target could have been carried out
continuously, and this lack of frequency stubility would have been
of no consequence (provided the same local oscillator signal was
used at each antenna pair).

32

with Mariner Y was the quasar P0106 ~ 01. Later in the
year, another set of observations was made during the
extended mission on October 13 and 17. On a third day
(October 27', observations could not be carried out be-
cause of the final loss of altitude control gas by Mariner 9.
This later series of observations was carried out between
the 26-m Echo antenna at Goldstone (DSS 12) and DSS 41,
with the natural sources observed being the quasars
3C273 and 3C279.

Unfortunately, no observations after January 20 were
successful. The cause of these failures is believed to be in
the frequency system of one or both stations. The observa-
tions of 3C273 vielded intermittent, weak fringes: no other
signals were detected.

On each of the 2 days when useful data were obtained,
three kinds of tracking were performed. Table 1 sum-
marizes these tracking modes. During the first 2 h, the
spa~ccraft was completing its high-bit-rate science play-
back to DSS 14. This signal was simultancously recorded
to be processed in a VLBI mode using the 24-kHz system
(Ref. 2). Three-way doppler data were also obtained dur-
ing this same interval. The next 2 h, until Mariner 9 set at
DSS 14, were used for the actual switching experiment.
Finally, 4 h of obser-ations on various natural radio
sources were taken at the same frequency as the switching
experiment to give scnsitivity o baseline and clock
parameters.” On January 20, runs 9-13 of the switching
experiment were lost due to an unanticipated, although
mission-planned, termination of the high-rate science sub-
carrier signal which served as the interferometer illumi-
nator.

ill. Data Reduction

The accuracy of the data, as explained above, did not
approach the level possible for this type of experiment.
However. these data did allow the development and
checkout of software to be used in later expcriments.
Therefore, the exercise of processing these data was car-

ried through.

The cross-correlation of the magnetic tapes was accom-
plished using a modification of software developed for
Earth physics and UT1 obscrvations (Ref. 3). The model
for the spacecraft motion used in fringe stopping was
taken from probe ephemeris tapes (PETs). The ephemeris
for Mars was the JPL ephemeris designated DE69 (Ref. 4).

2The differential position measurement, however, has virtually no

dependence on these parameters.
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Figurc 1 shows typical residual sine fringes for Mariner 9
over a small portion of one VLBI tape pair on January 17.
The best-fitting sine wave over this interval is also shown.

The fringes which resuited from the cross-correlation
were then analyzed to extract the information about the
time development of the fringe phase (Ref. 3). Differenc-
ing the relative fringe phase at different times for a given
source then yielded average fringe rates over these inter-
vals. The results from one such analysis are shown in Fig. 2
for a tape taken on January 20. The resicual phase after a
constant fringe rate was removed is plotted as a function
of time from the beginning of the tape. The figure also
illustrates the antenna switching sequence followed in all

the switched observations. The spacecraft phase points
are more finely spaced because the higher signal-to-noise
ratio for Mariner 9 allowed a shorter averaging time
(12.8 s compared to 57.8 s). Note that the scale of the
abscissa is ~!'s cycle of S-band phase (~4 cm light-time
equivalent..

The final step in the processing of the raw observations
was the removal of the phas models used in fringe stop-
ping for the two sources. The resulting “total” fringe rates
were then analyzed using programs with more so; isti-
cated modeling of the theoretical expression for the motion
of Earth and the spacecraft. The result of this analysis is
to be the subject of the final article of this two-part
sequence.
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Table 1. Tracking mode summary

Run Nos. Time (U.T.) Mode
1-8 02200420 Mariner 9 only
9-19 0427-06847 AVLBI
20-35 06849-1041 Natural sources only
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Radio Interferometry Measurements of a 16-km Baseline
With 4-cm Precision
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In order to demonstrate the feasibility of eventually using radio interferometry
techniques to measure tectonic motion, a series of interferometry experiments has
been conducted between two antennas at the Goldstone Deep Space Communi-
cations Complex. The primary objective of these experiments was to develop
independent-station instrumentation capable of making three-dimensional baseline
measurements with an accuracy of a few centimeters. To meet this objective,
phase-stable instrumentation was developed to precisely meusure the time delay by
means of two-channel bandwidth synthesis. Delay measurements produced by this
instrumentation lead to three-dimensional base’ine measurements with a precision
of 2-5 cm for the components of a 16-km baseline.

I. Introduction

In the last few years, there has been increasing interest
in developing a system capable of accurately measuring
the relative motion of points separated by distances rang-
ing from 100 km up to intercontinental distances on the
Earth’s crust. Information concerning this far-field motion
is of critical importance in the development of theoretical
models of crustal dynamics. Since crustal motion is about
3-10 em/year, the measurement accuracy should be about
1-3 em with about 1 week of data. Radio interferometry is
one technique that holds great promise for fulfilling tnis
accuracy requirement.

In order to begin development of a radio system with
few-centimeter accuracy, a series of interferometry experi-
ments has been conducted between two antennas at the
Goldstone Deep Space Commurications Cemplex. The
primary objective of these experiments was to develop
independent-station instrumentation capable of making
three-dimensional baseline measurements with an accu-
racy ot a few centimeters. A short Goldstone baseline
(18 ki between DSS 12 and DSS 14) was selected so that
transmission media uncertaintics and astronomical param-
eters would be relatively unimportant compared with
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radio system limitations. These experiments led to the
refinement of a two-channel approach to bandwidth syn-
thesis, a technique for measuring time delay that was
originally developed by A. E. E. Rogers (Ref. 1). In this
report, the instrumentation, analysis, and results of these
Goldstone experiments are presented.

Il. Radio Interferometer Technique

In the radio interferometry measur~nents d.scribed in
this report, two antennas simultaneously receive the radio
noise generated by an extragalactic radio source, as shown
in Fig. 1. Because of a difference in ray paths, a given
wave front will reach the two antennas at different times.
This difference in arrival times is called the time delay ».
In this section, the technique for the measurement of this
delay is described, while a mathematical model for this
quantity is discussed in Section 1V.

Since the radio interferometry method has been ana-
lyzed in detail in other papers (Refs. 1-6), it will be
described only briefly in this report. Single-channel inter-
ferometry will be reviewed first, followed by an outline of
two-channel bandwidth synthesis.

In single-channel measurements, each antenna system
records on magnetic tape radio noise centered at fre-
quency «,; with bandwidth W ;. The tapes are then carried
to a central site for digital processing. In this reduction,
the two data streams are processed to obtain the stopped
fringes (Ref. 5), whick. for channel a, are given by

Sin (.’. WBAT')

(J,, (t, ?m) = IAB —WBAT

0S ¢ . (1)

where the stopped phase is given by
qS,=d+w¢(r,+n+7,—rﬂ)+\bn+ca+8n

In addition.

AT,ZTg+Tf+TI+70—'Tm (2)

In these expressions,
Wy = single-channel bandwidth
w, = effective interferometer bandpass center

Va
C, = differential charged-particle phase shift

instrumental phase drifts

R, = brightness transform phase

o = geometric delay
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r¢ = differential tropospheric delay
re = differential ionospheric delay

r; = instrumental delays plus clock synchronization
error

7o = model delay
€ — analytical frequency offset
4. = peak amplitude

Thus the stopped fringes are a product of an amplitude
factor Ag, a delay curve. sin (=W3ar,) (-Wpas,), and a
sinusoidal function, cos ¢.. The amplituZe factor depends
on the brightness transform in addition to signal and sys-
tem noise temperatures. The delay curve is a measure of
bit stream alignment in the time domain. including all
group delay effects. This particular form for the delay
curve assumes that the system bandpass is rectangular
with a lincar phase-versus-frequency response. an approxi-
mation of negligible error for the purposes of this «xperi-
ment. Finally, ¢. describes the phase hebavior of the sys-
tem. In this phase is buried the geometric delay .. the
observable of primary interest in these measurements.
Note that. since the ionosphere is a dispersive medivm,
the ionosphere effect has been expressed as a phase shift
in the fringe phase and as a delay in the total grcup delay.

The next step in the data reduction is to determine the
fringe phase ¢, by a process known as phase tracking
(Ref. 5), a technique that fits a least-squares sinusoid to
the stopped fringes U,. After . (t) is extracted as a func-
tion of time. the analytical offset et is removed in a man-
ner that gives the correct sign (Ref. 5) to the resulting
residual phase. The theoretical behavior of this measured
residual phase ¢, is given by

Aps =agrg+ e+ 71— 1) + ¥ + Ca + Ba (3)

The adjective “residual” denotes the fact that, in effect,
the data reduction process subtracts a model delay (+m)
from the fringe phase. This “phase stopping” procedure
removes most of the time-varying components of the
total delay.

Because fringe phase can be determined ouly to within
a constznt (2nz), narrow-band, single-channel interferom-
etry can essentially measure only phase changes. There-
fore, i residuai phase is measured over a short time
interval, it is essentially a measure of residual fringe fre-
quency given by

Ava=Ade = valig + 1+ 3= tm) F¥a+Cat R (4)
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where A8, is the time derivative of the phase extracted
trom *he fringes. This time derivative is insensitive to the
s~component of the baseline, since that particular projec-
tion does not change appreciably as the Earth rotates.
Conscquently. a measurement of delay is essential if three-
dimensional baseline measurements are to be made. This
requirement for delay measurements lead to the develop-
ment of iwo-chanael bandwidth synthesis.

In two-channel bandwidth svnthesis. the output of each
antenna svstem is alternately switched between two
narrow-band channels. For example. during even seconds,
hoth svstems would record a bandpass centered at o,.
while during odd seconds. both would record at . For
channel « the stopped fringes and fringe phase expres-
sions would be identical to Eq. (1 and Eq. (2). except that
the subscript a is replaced by b. An example of two-
channel stopped fringes (Eq. 1' with one-second switch-
ing is shown in Fig. 2. On this Goldstone baseline. this
radio source. 3C 4543, has a correlated flux strength of
about 10 flux units (one flux unit = 10 =W m* Hz'. The
amplitude noise on the fringes comes primarily from sys-
tem noise ireceiver. source. and background noiset. This
plot. which exhihits the first 30 s from a 600-s tape-pair.
displays frimge points containing 0.3 s of data recorded at
a 4S-kilobit s rate. Alternate seconds in the plot switch
hetween fringes from two channels centered at 2270 MHz
and 2310 MHz. The stopped fringe frequency is about
0.1 Hz in both channels and is due primarily to an ana-
Ivtical rate offset € in the phase model used in fringe stop-
ping. This offsct allows a determination of the sign (Ref. 5)
of the residual fringe frequeney Av and 34, (Eq. 4.

Frirge phase plots obtained from these fringes are
shown in Fig. 3. Each phase point contains 50 s of data
(00 fringe pomts of the type in Fig. 2, while the entire
plot covers a complete tape-pair (600 s). In the plot, the
error bars on the phase points represent the phase error
produced by the actual amplitude noise on the fringes.
The slope of each of these phase plots is a measurement
of residual fringe frequency represented analytically in
Eq. (4. Since an accurate model delay was used in the
data reduction, the phase slopes are relatively constant
over one tape. The small nonlinear trends (=0.03 cycle =
0.4 cm that are present could oe due to ionospheric
effects. (Nonlinear trends due to large a priori delay errors
vould be ruadratic in appcearance over this short time
interval.! Fringe frequency values obtained from the
phase slopes arc important interferometer observables
and are utilized as shown in Section V.

In addition to the frequency observable. the measured
delay values can be obtained by combining the phase out-

put of the two channels as follows:

_ Ada — APy

Ar (5!

e T @

This computed value will be referred to as the a priori
residual delay. The usce of the term “residual” meuns that
a madel delay has in effect been subtracted from the total
delay. leaving a much smaller value. In combining the two
phase outputs. care must be taken to avoid 2= ambiguities
{Ref. 5°. When computing A=, one can assume that the
channel separation w, —«: is essentially exactly known,
since frequency calibration is accurate to parts in 10+

An example of a delay calculation is shown in Fig. 1.
where the phase values have been combined from Fig. 3.
Note how the systematic phase trends in Fig. 3 have dis-
appeared in the difference. which in effect has scaled
phase variations at S-band down to much lower levels at
40 MHz, the svothesized bar.dwidth. A covaniance analy-
sis indicates that the observed noise on these delay values
comes almost entirely from the amplitude noise on the
fringes. Over one tape. the residual delay A is essentially
constant du - to an accurate delay model 7,.. Therefore,
these delay values are averaged to produce one delay
measurement for each tape-pair. After averaging. the
resulting delav values, one for each tape-pair, become
the primary observables of the interferometer system.

Note that, if the phase error in Ad, and 3¢, is indepen-
dent of frequency. the delayv precision improves as the
channel separation. o; — . increases. For this reason, the
observing frequencies are generally separated as far as
possibie. As discussed in Section I1I. the maximum chan-
nel separation is determined by the bandpass limits of
the antenna system.

The theoretical behavior of the measured delay is given
by the expression (Ref. 5

N , P
Vo — . ) Va Ui
Adr=Ar, t——— =yt T T/

- oY, g T A}
!
{6)

In the present measurements, the instrumental phase dif-
ference ¢« — ¢4 introduces a long-term linear drift in the
measured delays. This drift is due primarily to a fre-
quency offset between the frequency standards at the two
stations. This term, as well as the other components of
the mcasured delay, will be modeled in Section IV.

In surnmary. the data on each tape-pair are reduced to
two observable values—time delay and fringe frequency.
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Before proceeding to a discussion of the mathematical
model for delay and the fitting procedure, the experi-
ments and their instrumentation will be described.

l11. Experiment Description

Over the last two vears, five separate radio interferom-
etry experiments. which are summarized in Table 1, have
been conducted between DSS 12 and DSS 14 at the
Goldstone Deep Space Communications Complex. All
experiments involved S-band observations, JPL H-maser
frequency standards. and a 24-kHz bandwidth digital
recording system developed by D. S. Robertson and
A. H. Legg of the Weapons Research Establishment.
Australia. As indicated in Table 1. the various experi-
ments were between 7 and 14 hours in duration and
involved 13 to 18 radio sources. The sources used in the
last four experiments are described in Table 2.

In the first Goldstone experiment (Ref. 2), one narrow-
band (24-klIz bandwidth' channel of radio noise was
recorded. so that onlv the fringe frequency observable
was precisely obtained. An analysis of the resulting fre-
quency observables revealed frequency instability at the
1-mHz level (Af ‘f = 5 X 10'*) over several hours. As
indicated in Ref. 2, the HP5100 synthesizers associated
witn the first local oscillator (LO) signal were the most
likely source of this instability. Consequently, in subse-
quent experiments. the svnthesizers were replaced by
more stable X7 multip'iers. which will be described below.

After this first cxperiment, instrumentation was also
developed to measure time delay in addition to fringe fre-
quency. The technique adopted for delay measurements
required the measurement of more than one channel of
radio noise. This technigue. commonly called bandwidth
synthesis (Refs. 1 and 53). combines, either directly or
indirectly. the fringe phase information of band-limited
channels recorded at frequencies whose separations are
large compared to that of the single-channel bandwidth.

In the original application of the bandwidth synthesis
technique (Ref. 1). six channels were recorded in a time-
shared mode. However, because of signal-to-noisc ratio
{SNR: mmprovement and simplification of instrumenta-
tion, we emploved instrumentation that recorded only
two channels. The only disadvantage of the two-channel
system is that sufficiently precise a priori delay informa-
tion is required to avaid 2- ambiguities (Ref. 5). Since
delay measurement precision improves as channel separa-
tion increases, the goal of the instrumental design was to
obtain maximum channel separation within the restric-
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tions of the DSN antenna systems. In the final system, the
maximum separation was defined by the limits of the
traveling wave maser (TWM) receiver bandpass.

For the second experiment, a relatively simple instru-
mental configuration was devised to demonstrate the
feasibility of the two-channel approach to bandwidth
synthesis. In this intermediate system, which will not be
described here in detail, two channels separated by
10 MHz at S-band were heterodyned to intermediate fre-
quency (IF) and added. This combined signal was then
heterodyned to bascband and continuously sampled at a
45-kilubit s rate. While this system pays a price in SNR,
it avoids the complications of simultaneous recorder chan-
nel switching at the two stations. This intermediate instru-
mentation demonstrated the feasibility of the two-channel
approach and helped perfect the final instrun.entation
described belov..

The final configuration used for bandwidth synthesis is
shown in Fig. 5. In this system, a 10-MHz signal from the
H-maser is converted to a 2240-\[Hz first LO signal by
using only multipliers—the standard X4X8 multipliers of
the DSN svstem and a new X7 multiplier. This X7 multi-
plier, which was constructed! to avoid the use of a synthe-
sizer, converts the input sinusoid to a square wave, then
filters and amplifies the seventh harmonic.

In order to achieve maximum channel separation and
better delay precision. the S-band traveling wave maser
receiver bandpass was broadened by retuning the trim
coil currents, In this retuned state, the receiver exhibited
ample amplification over a 40-MHz interval (2270 to
2310 MHz) while maintaining an operating system noise
temperature less than 30 K. Therefore, after mixing with
the first LO signal at 2240 MHz, the edges of the receiver
passband were placed at 30 MHz and 70 MHz. However,
this frequency spread exceeded the bandpass of the stan-
dard first mixer preamplifier, which possesses adequate
gain only over 45 to 55 MHz. Consequently, the standard
mixer preamplifier was replaced by a similar module with
a bandposs between 10 and 160 MHz, thereby making the
system TWA-limited. This IF passhand was then filtered
into two channels—one centered at 30 MHz and the other
at 70 MHz. Each channel was mixed with a 20-MHz signal
derived from the H-mascr and each mixer response was
appropsiately filtered to place hoth channels at 50 MHz.
At this point, cach channel was transferred on alternate
seconds to the video converter. The videe converter mixed
the input IF signal to baschand with a 50-MHz signal
derived from the H-maser. The resulting time-shared

1R. L. Sydnor, Telecommunication Rescarch Section, JPL.

39



baseband signal was then passed through a 24-kHz band-
pass filter before digital sampling and recording at a
48-kilobit/s rate.

IV. Time Delay Model

The residual delay Ar observed in radio interferometry
measurements is a sum of geometric, instrumental, and
transmission media delays, as indicated in Eq. (6). This
section outlines the model adopted for these terms in the
observed delay, starting with the largest and most impor-
tant term, the geometric delay.

As indicated in Fig. 1, a given wave front will reach the
two antennas of the interferometer at different times. It is
readily shown that the geometric delay is given by the
expression (Ref. 3)

a

AN
B-S A\
Tg— (l+ = S) (7)

C c

where B is the baseline vector between the two antennas,
S is the apparent source direction, V. is the velocity of
antenna 2, and c is the speed of light. Note that the geo-
metric delay is essentially the instantaneous geometric
path difference multiplied by a small correction that
accounts for the motion of antenna 2 during the wave
transit.

In the present analysis, true equatorial coordinates of
date (TECD) are chosen as the coordinate frame for geo-
metric delay calculations. In this Earth-centered right-
handed frame, the z-axis is along the instantaneous spin
axis of Earth while the x-axis is along the true equinox of
date. The source vector B and the baseline vector S can
be expressed in terms of these coordinates as follows.

In TECD. the source vector § is usually characterized
by two angles—apparent declinations 8, and apparent
right ascension a.. These angles Iead to the usual expres-
sion for the source vector:

A
S = (cos 8, cos a,, €05 8, sin a,, sin §,) (8)

The term “apparent” indicates the presence of a correc-
tion to the source direction that accounts for aberration
due to the Earth’s orbital motion (Refs. 3 and 7). In addi-
tion, precession and nutatior of the Earth’s spin axis
(Refs. 7 and 8} are included to rotate to TECD from mean
equatorial coordinates of 1950.0 since the 1950.0 frame is
conventionally used to catalogue source positions. In the
present short-baseline measurements, these corrections
are easily made with adequate accuracy.
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The baseline vector B must include two general fea-
tures: an Earth-fixed definition and Earth orientation fac-
tors. The Earth-fixed vector, B.... is defined in terms of a
right-handed coordinate frame with a z-axis toward the
Conventional International Origin (CIO) pole and X-axs
along the Greenwich meridian. It will be represented in
Cartesian coordinates as follows:

B = u. Y, ) (9\

where x,. 1, are the equatorial components and z, is the
z-component. as schematically indicated in Fig. 1.

At this point in the discussion of the baseline vector, a
definition of antenna location is desirable. The effective
location of an antenna depends on antenna structure.
Most directional antennas have two primary axes of
rotation that allow antenna orientation. For DSS 14, an
azimuth ‘elevation antenna, the rotation axes intersect.
By geometrical considerations, one can show that this
point of intersection is the effcctive antenna location.

On the other hand, DSS 12 is a polar mount, for which
the rotation axes are nonintersecting. In this case, the
effective location is the point at which the hour-angle
axis orthogonally intersects a plane containing the decli-
nation axis. Thercfore, for this polar mo. t one must
include the correction Tactor b cos 8. in delay calculations,
where b is the shortest distance between the twc axes.
This correction factor acconnts for the fact that this type
of antenna “stretches toward” low-declination objects. For
DSS 12, the axis separation b is 6.706 m and is easily
accounted for with adequate precision.

The baseline vector B rotates in space as a result of
polar motion and Earti. spin. To account for those mo-
tions, the Earth-fixed baseline vector is rotated to its
instantaneous orientation in TECD a» follows:

B\/t\ = R(RpBDR (10)

where the Earth spin matrix is given by the expression

cosa; —sina; 0
R. =1 sinag cosa, 0 (11)
0 0 1

and the polar motion matrix is given by

0 -X,a
R, = 0 1 Y, a (12)
X,7a -Y,a 1
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In these expressions, the angle a¢ is the hour angle of
the equinox at the time of interest and is easily obtained
from universal time (UT1). Parameters X, and Y, are the
polar displacements relative to the CIO pole, while a is
the polar radius. See Ref. 3 for more detail concerning
these Earth orientation factors.

The expressions above for B and S are easily combined
to calculate the geometric delay for a given source. It
should be noted that the model for the geometric delay
outlined above neglects general relativistic effects which,
for longer baselines, may be significant.

In these experiments, no corrections were made for
ionospheric effects. In all the measurements reported here,
radio sources were observed at night when ionospheric
delays, inhomogeneities, and turbulence were at a mini-
mum. At S-band, the nighttime ionosphere causes about
a 1-m delay along a single ray path at a typical eleva-
tion angle (=30 deg). However, the difference in iono-
spheric delays along the two interferometer ray paths
is the important quantity in delay measurements. Since
nighttime observations involve a relatively homogeneous
ionosphere, this difference for a 16-km baseline will be a
small fraction of a single ray-path delay. As we shall see,
the delay residuals in the present experiments strongly
indicate that differential ionosphere delays were less than
6 cm. Below the 6-cm level, differential ionosphere correc-
tions, even if they were available, would be of marginal
value in the present delay measurements. However, as
discussed in Section VI, the frequency residuuls contain
an unmodeled noise term at the 0.1-mHz level that could
possibly be an ionospheric effect.

The total troposphere delay for a single ray path is
about 4 m for a typical elevation angle. In the present
work, small corrections are made to the delay observables
to remove small known differences (<15 cm) in tropo-
spheric delays along the two ray paths. These differences
are a consequence of Earth curvature as well as a slight
altitude difference (40 m) between the two antennas. The
altitude difference produces a 1-cm difference in the “dry”
component of the zenith tropospheric delay. The Earth’s
curvature leads to elevation angle differences that cause
differential troposphere corrections as large as 10 cm. It is
believed that, with these corrections, the differential “dry”
troposphere delay becomes a negligible source of error.
The total “wet” tropusphere delay for one ray path at
Goldstone is only 10-20 centimeters at typical elevation
angles. For a 16-km baseline with only small changes in
altitnde, the difference in the wet troposphere between
ray paths should be only a small fraction (<10%) of the
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single ray path delay. It is estimated that, with the listed
corrections, the total troposphere effect in the delay ob-
servable becomes a negligible source of error (<3 cm).

Finally, with regard to the present instrumentation,
the instrumental terms (7, ¥, — ¢4) in the measured delay
(Eq. 6) can be adequately .odeled as a constant plus
a linear drift, where the constant and slope are used as
solve-for parameters.

V. Fitting Procedure

As outlined in Section II, the reduction of each tape-
pair gives the residual delay A7 and fringe frequency av
for a particular radio source observed for a 12-min inter-
val. In order to extiact the baseline vector, the delay
and frequency values from many tape-pairs recorded for
many radio sources must be simultaneously fit by a least-
squares technique using a model for the delay. The con-
struction of a mathematical model for the geometric de-
lay was outlined in Section IV. This section outlines the
wcighted least-squares fitting procedure used to extract
the Goldstone baseline.

In these short-baseline measurements, uncertainties in
the geometric delay due to errors in source location and
Earth orientation factors (polar motion, UTI, precession,
nutation) are small compared with instrumental errors.
That is, all of these factors have been measured with sufh-
cient accuracy by other methods sc that they mav be
treated as “known” quantities in delay calculations. For
the radio sources in these experiments, source locations
have been independently measured with an accuracy of
0.2-0.9 °rc seconds, as indicated in Table 2. The posi-
tion errors in this table represent approximate external
accuracy, conservatively estimated in some cases by
root-sum-squaring the quoted internal errors with 0.3 arc
second. The adequacy of these measurements can be
demonstrated by the following approximate calculation.
A typical value for the sensitivity partials in the present
experiments is approximately 0.1 ns/arc second. When
this sensitivity is multiplied by a typical source location
error of about 0.5 arc second, a delay error equal to 0.05 ns
(L5 m) results. This delay error is small compared with
a typical system noise error of about 7 cm. Similar detailed
calculations for all sources in Table 2 indicate that these
source positions are adequate for present delay model cal-
culations. By similar arguments, one can show that polar
motion and UTI1, which are known with about 0.03 arc
second accuracy (Ref. 9), also contribute negligible errors
in delay calculations. The BIH values fo. UT1 — UTC
and polar motion parameters are listed in Table 3. Finally,
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known errors in the models for precession and nutation of
the Earth’s spin axis contribute errors less than 0.2 arc sec-
ond (Ref. 8), and may be regarded as negligible. There-
fore, only the three baseline parameters must be regarded
as solve-for parameters in the geometric delay.

In addition to the geometric delay parameters, the ob-
served delay contains unknown offset and linear drift
terms which are equivalent in effect to a synchronization
error and rate difference between clocks. The linear drift
is due mainly to a small uncalibrated rate difference be-
tween the H-maser frequency standards. In the fringe
frequency observable, the rate difference becomes a con-
stant frequency offset. In principle, the frequency offset
and the delay rate offset shonld be equal. However, as
will be shown, the fringe frequency observable contains
extra noise considerably above the expected system noise.
In addition. the frequency observable contains elements
of the frequency system that cancel in the delay observ-
able. For these reasons, the two rate factors are varied
independently in the fit so that the frequency offset can
freely seek its own level without coupling in a corrupting
fashion with the delay observable. However, comparison
of the two rate offsets is one means of judging the quality
of these measurements.

Under these assumptions, the complete models® for the
residual delay and fringe frequency observables become

-
Ty

. T .
Ar, == Ax L Ay, | At AL
! x" i (!Ih ) 1]
(13)
fry Cvy . .
Av, = | Axp ! —| Ays + v, i= 1N, (14)
X, “UYn|,

where A7, Av, are the a priori residual delay and fringe
frequency for the ith tape-pair recorded at time ¢,, and N,
is the total number of tape-pairs.

The terms in Egs. (13) and (14) have been accounted
for as follows. The first terms with partials are the usual
linear expansions of the residual geometric delay, 7, — 7m,
where Ax,., Ay, and Az, are the solve-for deviations from
the three components of the a priori baseline nsed in 7.
The delay terms 7, and 3. account for the instrumental
phasc effects entering in the difference A¢, — A¢s. The
parameter v, is the offsct in the fringe frequency observ-
able. As indicated in Section IV, transmission media de-

*The geometric fringe frequency is defined by vy = wary.
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lays are assumed to be a negligible source of error after
small tropospheric corrections. Thus, there are six solve-
for parameters in the fitting procedurc: Axy, Ay, A2, o,

.
Ty Vgo

Extra frequency noise, which is discussed in Section VI,
reduced the strength of the fringe frequency observables.
Normally, if only system noise is present, each channel
contributes a statistically independent measure of fringe
frequency. The extra frequency noise in the present exper-
iment was almost perfectly correlated between channels.
This correlation meant, in effect, that the two channels
produced only one independent fringe frequency mea-
surement for each tape-pair.

In order to simultaneously fit the delay and frequency
observables, the fitting equations (Eq. 13 and 14} are more
conveniently expressed in the following form:

u=Ap (15)
where
A
A7, Ax,
Ayb
' Az
w=| Asy, p= (16)
Av, :‘
. TI
Vg
A'r\»'
and
ory &) [37] 1 ¢ 0
;\Ib 1 f‘yb 1 azb v k
ory 7] (47} 1 ¢ 0
ox» o E‘yb . aZb o :
3 IR S S
— —£ £ -~z 1 ¢, O
A= axb ¥, P!Ih v, azh v, ¥y (17)
Cvy vy
= - 0 0 o0 1
?xb 1 éyb 1
o) 0o 0 1
axb v, Fyb ¥,
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The weighted least-squares solution for p is given by
the standard matrix expression (Ref. 10)

P = (ATWA)* AWy (18)

where the diagonal weighting matrix W is given by

1
c,’-l s 0
1
o=
1
oy
W= " (19)
1
o,
1
0 =

¢

In the absence of a priori information concerning the
model parameters, the vector P is the best estimate of the
solve-for parameters. In the weighting matrix W, o-, and
ov, are the total measurement error (1¢) on each delay and
frequency observable. In this solution, it is assumed that
the noise on a given observable is uncorrelated with the
noise on any other observable, so that the off-diagonal
elements of W are zero. For the present experiments, this
assumption can be partially justified as follows. Delay and
frequency observables are uncorrelated since, as revealed
by the fits, the dominant uncertainty in delay is system
noise, while in the frequency observable, the dominant
uncertainty is due to some unmodeled noise source, prob-
ably unpredictable ionospheric variations. The observ-
ables obtained from different tape-pairs are uncorrelated
with regard to system noise. It is assumed that the un-
modeled frequency noise is also uncorrelated between
tape-pairs.

The a priori observable noise was assigned on the basis
of instrumental factors: system noise temperature and fre-
quency standard noise.

o}, = o3, (s) + o3 (f) (20)
o}, = ai, (s) + a3 (f) 21
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where s denotes system noise and f denotes frequency
standard noise. The system noise contribution to each
observable was calculated by a covariance analysis based
on amplitude noise on the fringes. (The fringe signal-to-
noise ratio in this experiment is determined primarily by
the usual factors: system noise temperature, correlated
flux. and bit count per fringe point.) The frequency stan-
dard noise terms were assigned the following values bas-'d
on typical JPL hydrogen maser stability (Af/f = 10-14). In
the frequency domain, expected H-maser frequency noise
is about 23 ,Hz at S-band for 700-s integration times. In
the time domain, the effective delay (phase) noise intro-
duced by the oscillators is estimated to be about 0.08 ns
for 8 h of data. This delay noise ¢stimate is considerably
below the standard estimate (Ar, =~ 10-'* X 8§ h = 0.3 ns)
because of the least-squares fitting procedure. That is, the
delay offset and linear drift parameters contained in the
fit absorb most of the delay excursions due to H-maser
instabhility.

After a given fit, the best estimate of the fit function is
given by

e A
uH =

Ap (22)

The fit residuals for this process are given by the difference
between the observables and the fit function:

Au=u-—1u (23)

Before the final simultaneous fit to both delay and fre-
quency observables, preliminary fits were made inde-
pendently to each observable type. These preliminary fits
were used to establish the actual noise level in each
observable type and to check for consistency in the result-
ing baseline (equatorial component) solutions. In the first
independent fit to a given observable type, the weighting
errors were assigned the a priori values based on instru-
mental factors in Egs. (20) and (21). On the basis of this
first fit using instrumental error estimates, fit residuals can
be calculated for the data type under investigation. The
noise exhibited by these residuals can be tested for con-
formity with the a priori error estimates by means of chi-
squarc analysis. The fit chi-square is calculated according
to the standard expression

v —_— (24)



where h denotes either the delay or the frequency data
type and oy, is the a priori error in each observable. The
quantity N, is the number of degrees of freedom given by

N;=N;-N, (25)

where N, is the number of solve-for parameters (N, is 3
for frequency observables and 3 for delay) If the fitting
assumptions are correct, it can be shown that the chi-
square value will be given on the average by

<xX>=10+ (26)

(@N%

If the preliminary chi-square, based on instrumental noise,
falls considerably above this range (> ? ), then either the
observable model is inadequate or the observable noise is
higher than expected.

In the present data reduction efforts, the preliminary
chi-square for a given data-type did fall above the allowed
range in certain cases. However, in those cases, the extra
noise on the residuals appeared to be uniformly distrib-
uted with no trends or singularly bad points. Therefore,
the total noise on that observable type was uniformly
increased by adding an extra error term as follows:

of, = o2 (8) + o2 (f) + N2 n
for delay observables and
of, = o}, (s) + o (f) + N§ (28)

for frequency observables. 1he least-squares fit was then
rerun for that data-type and the extra error term (N, or N,)
was adjusted to make chi-square equal to 1.0. Formally,
this procedure assumes that the total observable noise con-
tains, in addition to the expected instrumental noise, an
extra noise source that affects all tape-pairs equally with-
out correlations between tape-pairs. The principal argu-
ment in favor of this error adjustment proceduse is that
it is the simplest reasonable assumption that one can make
when confronted with large, uniformly random residuals
due to an unmodeled noise source. Furthermore, since
large uniform residnals indicate degradation of the solu-
tion, this procedure, in a gross sense, accounts for this
degradation in the fit and in the resulting covariance
analysis for parameter errors.

After the observable noise was determined indepen-
dently for each observable type by means of the chi-
square analysis outlined above, the resulting observable
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veighting errors were used in a simultaneous fit to the
delay and frequency observables to determine the base-
line. This procedure was repeated for each experiment
‘n Table 1, producing one baseline measurement per
experiment.

After the final simuitaneous fit, including error adjust-
ments, the covariance error for the solve-for parameters
was calculated by the standara expression (Ref. 10)

(0.) = (A"WA),.  k=1LN, (29)

where

— .
0, - (0’35, Oyps T2y 074, 07, O’V‘)

These covariance error values will be referred to as the
formal precision.

VI. Results and Discussion

The Goldstone baseline has been measured in five sepa-
rate experiments by means of radio interferometry. The
first of these experiments, in January, 1971, involved only
fringe frequency nreasurements. Since that experiment
has been described in a previous report (Ref. 2), unly the
resultire baseline value will be included here. This sec-
tion will outline the fitting results for the four subsequent
bandwidth synthesis experiments. The fits to the delay
observable will be discussed first, followed by the fringe
frequency results.

The delays observed in the first bandwidth synthe-
sis experiment are shown in Fig. 6. This set of observa-
tions covered about 14 h and involved 15 separate radio
sources. Each data point represents the delay value ob-
tained from one 12-min tape-pair. These delays were mea-
sured using two 24-kHz channels separated by 10 MHz
at S-band with H-maser frequency standards at each sta-
tion. Note the delay offset and the linear drift that has
been 1 itroduced by the instrumentation. The scatter in
these delay values is due to an intertional 4-m bias in
the a priori baseline that maps into a delay error which
changes as the antennas move from source to source. After
a least-squares fit for the baseline vector, delay offset, and
delay rate, the delay values in Fig. 8 produce the reduced
residuals in Fig. 7. Note that these residuals exhibit a
fairly uniform scatter and an RMS spread of 4.7 ns.

Delay values measured in the second experiment
(8/16/72) are shown in Fig, 8. In this case, the two 24-kHz
channels were separated by 40 MHz, as discussed in Sec-
tion III. This set of observations covered about 8 h and
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involved 15 separate radio sources. Again, the scatter in
delay values is due to an intentional error in the a priori
baseline. After the least-squares fit, this wide scatter is
reduced to the small delay residuals in Fig. 9 with an
RMS spread of 0.5 ns. By contrasting these residuals with
the residuals of the 10-MHz system in Fig. 7, one readily
sees the improved pre.ision of the larger synthesized
bandwidth (note the scale change).

For the 40-MHz system, delay noise due to system noise
temperature was 0.1-1.0 ns for correlated source strengths
between 1 and 10 flux units. H-maser flicker noise (3f, f ~
10-*) should contribute negligible delay noise (=0.08 ns)
for 8-h fit intervals. In the §t to the delay observables in
the first 40-MHz experiment (Fig 9), an additional noise
term N-: equal to 0.23 ns had to be included to bring the
delay chi-square value down to its proper range (see Sec-
tion V for a discussion of observable noise adjustment).
Because of this extra noise, the instrumentation configura-
tion was checked for possible noise sources. In that con-
figuration, ihe upper channel was on the wing of the
system bandpass, down 30 dB from the bandpass center.
In order to eliminate the possibility of differential phase
instability due to this situation, the system bandpass was
broadened by removing the S-band preselector in the
DSIF receiver and by adjusting the maser magnetic field
for the last two experiments. When the delay data were
analyzed for these two reconfigured experiments, no extra
delay noise was required to place the delay chi-square in
its proper range. This fitting result is readily ascertained
graphically by ncting that the delay residuals for the last
two experiments, Figs. 10 and 11, are less noisy than the
residuals in Fig. 9. An upper limit on possible unmodeled
noise sources can be established by increasing the noise
term N to the level that causes x* to fall below 1.0 by 20.
For the last two experiments, the value of N required for
such a x* reduction is 6 em. This result indicates that no
unexpected (e.g., noninstrumental) noise sources greater
than 8 cm were present in the delay observable.

The fact that the delay residuals were at the system
noise limit places an upper bound on the differential iono-
sphere delays since the ionosphere effect should exhibit
a fairly random sign and magnitude. That is, as the an-
tennas move from source to source, the interferometer
ray paths pierce areas of the ionosphere hundreds of
kilometers apart. Since one would expect localized spatial
inhomogeneities (<168 km) to be dissimilar over such a
wide range, the differential ionosphere delays are prob-
ably fairly random and appear as delay noise. Therefore,
because the delay residuals place a limit on additional
noise, the differential ionosphere delays were evidently
less than 8 cm.
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In the fringe frequency fits, the residuals exhibited a
random distribution with an rms spread of 0.1-0.2 mHz.
An example of the frequency residvals is shown in Fig. 12.
In all experiments the noise observed in the frequency
residuals was considerably above the expected instru-
mental noise. For example, the expected instrumental
frequency ncise due to system noise temperature is 20—
60 Hz for correlated source strengths between 3 and 10
flux units. In addition, H-maser flicker noise can con-
tribute an uncertainty of about 25 uHz. However, for the
last four experiments, the fitting procedure outlined in
Section V required an additional noise term N, equal to
0.1-0.2 MHz to bring the frequency chi square down to
its proper range. The origin of th.s extra noise could easily
be the ionosphere. For example, if the differential iono-
spheric delay changed by 1 cxa in 700 s {one tape-pair),
the frequency effect would be 0.15 mHz .t S-barl. Since
the ionosphere delay for a single ray path is 1 m, differen-
tial delay changes of this magnitude (1%) seem : >asumable.

The baselizs components p..«duced by ali hve experi-
ments are shown in Table 4 and in Figs. 13 and '4. Note
that as the frequency system stauility unproved and as
bandwidth synthesis was intreduced, the formal precision
in the equatorial components steadily improved from
30 cm to about 3-5 e, For the z-compon -nt, the improve-
ment in measuremenc precision is even me e dramatic.
The first experiment (January, 72) did not determine the
z-component, since only fringe frequency was measured.
The second experiment {April, 72}, with a 10-MHz syn-
thesized bandwidth, measured the z-component with a
formal precision of 45 cm. The last two experiments,
utilizing a 40-MHz synthesized bandwidth, determined
the z-component with a formal precisica of about 3 cm.
The three baseline components are easily combined to
give the total length plotted in Fig. 14. Note that for all
three components and the total length, all interferometry
baseline measurements are in excellent agreement within
the formal precision. This agreement indicates that the
formal covariance errors described in Section V are accu-
rate estimates of actual precision for the present system.

The baseline vector between DSS 12 and DSS 14 has
also been determined by conventional survey techniques
(Ref. 11) as indicatcd in Figs. 13 and 14 and in Table 4.
Note that the length of the baseline vector obtained by
geodetic traverse is in excellent agreement with the inter-
ferometry result. However, the results for the three com-
ponents do not agree, particularly the z-component where
the disagreement is about 60 cm (3¢). Both the interfer-
ometry and survey techniques are being investigated to
determine the source of this disagreement.



VII. Summary and Conclusions

A series of Goldstone baseline (16-km) measurements
have been conducted to demonstrate the feasibility of
eventually using radio interferometry to monitor tectonic
motion. In the course of these experiments, frequency-
and phare-stable instrumentation was developed to allow
delay measurements by means of two-channel band-
width synthesis. The final system synthesized a 40-MHz
bardwidth using a 24-kHz bandwidth digital recording
svstem and H-maser frequency standards. The delay
measurements produced by this system lead to precise
three-dimensional baseline measurements. Because of
instrumental improvements, the formal baseline precision
improved from 30 ¢m to 4 em with about 8 hours of data.
In the last measurements, the delay residuals were found
to lic at the system noise limit. This fact indicates that
those delay observables were free of unmodeled noise

above the 6-cm level. In addition, the three most pr--
cise baseline measurements were in excellent agreemedut
within the expected statistics, which indicated a formal
precision of 2-5 cm for the various components. This
agreement strongly indicates that formal baseline errors
produced by covariance analysis were good estimates of
the actual precision of the present system.

Since instrumental precision is independent of baseline
length, these Goldstone measurements demonstrate the
feasibility of measuring baseline vectors of several thou-
sand kilometers with ultimate accuracies of 1-4 cm. How-
ever, attainment of this accuracy for longer baselines will
require additional calibrations for transmission media
effects and whole-Earth motions such as universal time
(UT1), polar motion, precession, and nutation.

Acknowledgments

The authors wish to acknowledge the contributions of C. J. Finnie, H. F. Fliegel,
J. Gunckle, S. Petty, T. Sato, R. Sydnor, and J. G. Williams, of the JPL staff, and
the personnel of the DSN Mars and Echo stations, particularly the servo, digital,
and microwave subsystem opcrators.

References

1. Rogers, A. E. E,, “Very Long Baseline Interfernmetry with Large Effective
Bandwidth for Phase-delay Measurements,” Radio Science, Vol. 5, No. 10,
p. 1239, Oct. 1970.

2. Fanselow, J. L., et al., The Goldstone Interferometer for Earth Physics, Tech-
nical Report 32-1526, Vol. V, p. 45, Jet Propulsion Laboratory, Pasadena, Calif.,
Oct. 15, 1971.

3. Thomas, J. B., “An Analysis of Long Baseline Radio Interferometry,” in The
Deep Space Network Progress Report, Technical Report 32-1526, Vol. VII,
p. 37, Jet Propulsion Laboratory, Pasadena, Calif., Feb. 1972.

4. Thomas, J. B., “An Analysis of Lung Baseline Radio Interferometry, Part 11,”
in The Deep Space Network P-agress Report, Technical Report 32-1528,
Vol. VIII, p. 29, Jet Propulsion Laboratory, Pasadena, Calif., May 1972.

45 JPL TECHNICAL REPORT 32-1526, VOL. XIX



10.

11.

12
13.
14,
15.
16.

17.
18.

References (contd)

. Thomas, J. B., “An Analysis of Long Baseline Radio Interferometry, Part I11,”

in The Deep Space Network Progress Report, Technical Report 32-1526,
Vi._. XVI, p. 47, Jet Propulsion Laboratory, Pasadena, Calif., Aug. 15, 1973.

. Swenson, F. W., and Mathur, N. C., “The Interferometer in Radio Astronomy,”

Proc. IEEE, Vol. 56, p. 2114, 1968.

. Explanatory Supplement to thc Ephemeris, H. M. Stationery Office, London,

1961.

. Melbourne, W. G., et al., Constants and Related Information for Astrody-

namic Calculations, 1968, Technical Report 32-1306, Jet Propulsion Laboratory,
Pasadena, Calif., July 1968.

. Notice to Users of Circular D, Bureau International de ’'Heure, Paris, March 2,

1971.

Solloway, C. B., Elements of the Theory of Orbit Determination, JPL Engi-
neering Planning Document 255, Dec. 1964 (JPL internal document).

Meade, B. K., National Geodetic Survey, Rockville, Maryland, private com-
munication for survey between Goldstone benchmarks st ECHO and MARS.
W. Bollinger, JPL, private communication for surveys between DSS 12 and
1 . 14 and their respective ground level benchmarks.

Kristian, J., and Sandage, A., Astrophys. J. 162. p. 391-398, 1970.
Fanselow, J. L., JPL, private communication.

Argue, A. N, and Kenworthy, C. M., Nature, Vol. 228, p. 1076, 1970.
Hunstead, R. W., Mon. Not. R. Astr. Soc., Vol. 152, p. 227-294, 1971.

Adgie, R. L., Crowther, ]J. H., and Gent, H., Mon. Not. R. Astr. Soc., Vol. 159,
p- 233-251, 1972.

Hazard, C,, et al.. Nat. Phys. Sci., Vol. 233, p. 89, 1971.
Veron, M. P., Astron. and Astrophys., Vol. 20, p. 471473, 1972.

JPL TECHNICAL REPORT 32-1526, VOL. XiIX

47



Table 1. Summary of Goldstone interferometry experiments

. Synthesi tion No. No. of
Frperiment bam’i'\‘;nd&tl‘l,‘zgddﬂz 0%::;:& h Tape—;?:in Sources Observables
A(71/1/29) - 11 37 14 Frequency
B (72/4/4) 10 14 37 15 Frequency, delay
C(72/8/16) 40 8 25 15 Frequency, delay
D (72/10/14) 40 7 24 18 Frequency, delay
E (72/10/18) 40 7 19 13 Frequency, delay
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Table 2. Sources used in Experiments B—E"

Position (1950.0) Approximate Ob N
Source correlated servations Reference

a 8 flux (f.u.; per experiment

P0106 + 01 1 6 448 + 0.024 119 145+ 03 17— 45 B(1) C(Z)
D(1) F(0) 12

DW 0224 + 67 224 41.14 =+ 0.033 67 739681 05 1.1— 17 B(0) C(3)
D(2) E(2) 13

P 0237 — 23 2375262 =+ 0.033 —2322 6.0 =+ 0.32 45— 55 B(0) C2)
13) E(2) 12

3C84 3162955 =+ 0.02 4119522 +03 10 —13 B(0) C(1)
D(1) E(2) 14

NRAO 100 440 527 =+ 0.033 —02320.C *+0.45 25—- 3 B(2) C(0)
D(1) E(2) 12

3C138 518 16.525 = 0.024 1A 35 26.75 + 0.36 5 — 8 B(0) C(1)
D(1) E(1) 12

P 0521 — 36 5211295 =+ 0.028 —-363016.0 =+ 0.68 25— 3 B(0) C(0)
™' E(1) 15

P 0736 + 01 7364253 =+ 0.028 143599 =05 2 B(0) C(0)
(1) E(0) 15

4C 55.16 831 438 = 0.05 55<¢ 418 +04 8 B(3) C(0)
D{) E(1) 16

P 0834 — 20 8342456 =+ 0.04 —20 6297 = 045 2 B(3) C(0}
D(1) E(1) 12

P1127 - 14 1127 35.861 - 0.033 —1432540 + 0.15 3 — & B(4) C(D)
. D(0) E(0) 12

3C273 1226 33.239 + 0.013 2194328 = 0.2 15 -4 B(6) C'0)
D(0) E(0) 17

3C 308.] 14 58 56.70 =+ 0.08 7152 108 =+ 0.32 3 — 35 B(4) C)
D(0) £(0) 12

3C345 1641 17.56 + 0.033 3954107 £0.38 7 — 8 B(4} C(2)
D(1} E(0) 12

NRAO 530 17301343 = 0.04 —15 2462 = 0.54 25— 3 B{0) C(1)
D(1) r) 12

P174] — 038 1741 20.81 =+ 0.033 —348492 + 05 25— 3 B(1) C(1)
D(1) E(0) 13

3C 371 18 71849 4-0.04 69 48 57.55 + 0.38 15— 2 B{2) C(2)
D(1) E(1) 12

P 2134 + 004 2134 528 =+ 0.033 0282598 =05 55— 7 B(2) C(1)
D(2) E(1) 18

VRO 42.22.01 22 03931 =+ 0.04 42 2 90 +04 585 - 17 B(2) C(3)
D) E(3) 16

P 2203 - 18 22 3 25.675 = 0.028 —18501€8 =+ 0.28 35— 5 B(1) C(4)
C(2) E(1) 12

3C454.3 22 51 2¢ 485 + 0.033 1552 54.45 + 045 10 —-11 B(1) C(2)
D(1) E(1) 12

P 2345 — 16 23452770 =+ 0.028 847527 042 2.5 B(l) Cc(1)
D(0) E(0) 15

sSee Table 1.
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Table 3. Time and polar motion parameters used in
Experiments B-E

. UT1 — UTC, Xp/a Yy/a
Experiment s arc s:cond arc s;cond
B 4/4/72 —0.358 —0.192 +0.185
C 8/16/72 +0.244 +0.102 +0.433
D10/14/72 +0.068 +0.164 +0.315
E 10/18/72 +0.055 +0.167 +0.306

Teble 4. Goldstone baseline* mesasurements

E . t X -om'pnonent, Y—com‘;!)lonent, Z-comgonent, Tohlnl‘engﬂ\,
A (1/29/7)) —~317840 + 020 106369 =+ 030 Not measured -
B (4/4/72) —317857 =+ 0.11 10637.08 + 008 1142334 + 045 15929.33 + 0.33
C (8/16/72) —3178.515 + 0.047 10637.111 + 0.073 11423.103 = 0.055 15971.167 + 0.042
D(10/14/72) -3178.548 = 0.025 10637.041 + 0.045 11423.154 + 0.034 15029.164 =+ 0.021
E (10/18/72) —3178.568 + 0.028 10637.132 + 0.046 11423.115 + 0.033 15929.196 + 0.031
Survey

1963-66 —3178.73 = 0.20 10636.64 =+ 0.20 1142367 + 02 15929.30 + 02

sDSS 14-DSS 12.
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Improved Dichroic Reflector Design for the 64-m
Antenna S- and X-Band Feed Systems

P. D. Potter
Communications Elements Research Section

In support of the Mariner Venus/Mercury 1973 (MVM’73) X-band experiment
and planned future Mariner missions, the 64-m antenna network is being supplied
with S- and X-band reflex feed systems. The initial installation, for MV M’73, was
implemented at DSS 14 and provides satisfactory performance for « -t mission.
The X-band performance of the dichroic reflector is, however, not acc 'ptable for
planned future missions which have more stringent X-ban.. performance require-
ments. A new dichroic reflector which grossly reduces the X-band ellipticity and
noise temperature degradation has been designed. In this reporting, the theory and
experimental performance of this new design is reported.

i. Theory of Operation

The design and performance of the existing DSS 14
reflex feed dichroic reflector (plate) was described in
Ref. 1 and is shown in Fig. 1. The plate is 3.576 cm thick,
with an array of hexagonally packed 2.273-cm-diameter
holes drilled normal to the plate surfaces. The center-to-
center hole spacing is 2.388 cm, and the required fre-
quency of operation is 8.415 GHz.

As described in Ref. 1, the E- and H-plane plate reso-
nant frequencies (frequencies of complete transparency)
are displaced because of a difference in the E- and
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H-plane free-space-to-circular waveguide transition dis-
continuity at the (tilted) plate surfaces. Since the plate is
used with circular polarization, this resonant frequency
difference causes a differential phase shift between the
E- and H-plane, resulting in depolarization of the circu-
larly polarized incident wave. Additionally, because the
plate is not reflectionless for all polarizations (at a fixed
frequency), a serious (approximately 2-K) noise tempera-
ture contribution results from ground radiation. Actual
calculations using the Chen Holey Plate Computer Pro-
gram (Ref. 2) show that the plate E- and H-plane resonant
frequencies (30 deg incident wave tilt from normal) are
8.481 and 8.363 GHz, respectively. At the operation fre-



quency of 8.415 GHz, a differential phase shift of 11.3 deg
and an ellipiicity of 1.75 JE are predicted. Actazl mea-
sured ellipticity was 1.84 dB. The reflected energy level
is —18 dB at 8.415 GHz.

The approach taken to cure the dichroic plate depolar-
ization described above was to make the holes slightly
noncircular in cross section, thus introducing a differential
E- and H-plane phase shift within the plate to counteract
the 11.3-deg phase shift. This change is in the nature of
a perturbation on the original design, rather than a re-
design; the original plate thickness and hole center spac-
ing are retained. The particular hole cross sectior: selected
is “Pyleguide” (Ref. 3). This type of guide, circular with
a pair of flats on opposite sides, is used by JPL in the
64-m antenna feed system polarizers. Pyle’s (1964) analysis
(Ref. 3) is approximate. It is now practical to numerically
solve the wave equation in a cylindrical waveguide of
arbitrary cross section, yielding highly accu.ate guide
wavelength numbers as a function of geornetry. An excel-
lent computer program for this purpose . -~ developed
by Knud Pontoppidan, formerly of the Techmica Univer-
sity of Denmark (Ref. 4). The Pontoppidan program was
modified for use on the JPL Scientific Computing Facility
(SCF) Univac 1108 and set up for Pyleguide calculations.

Figures 2a and 2b show the cutoff wavelength A, as a
function o' Pyleguide geometry for the E- and H-planes.
The design procedure for the Pyleguide dichroic plate
was to adjust the guide x~ometry (using the Pontoppidan
computer program) until the plate electrical thickness at
8.415 GHz for the E- and H-planes corresponded to those
in the original circular hole plate at 8.481 and 8.363 GHz,
respectively. The resulting geometry is shown in Fig. 3.
The hole diameter is 0.013 cm larger than the original
circular hole design, and the flat depth is 0.043 cm. Thus,
the redesign is only a small perturbation on the original
design.

To test the Pyleguide dichroic plate design, a sample
section of plate 35 X 53 cm in size was fabricated. The
holes were made with a broach, allowing tight tolerances
(%0.005 cm) to be held on all hole dimensions. Although
performance of this type of dichroic plate is relatively
noncritical with regard to tolerences, the strict control
was imposed both as an experiment in fabrication tech-
nique (there were no problems) and also to provide a
good check betweer. predicted and measured perform-
ance. Figure 4 is a photograph of the sample Pyleguide
dichroic plate. The following section describes the mea-
sured performance.

il. Experimental Results

The X-band performance of the Pyleguide dichroic
plate sample was measured in the JPL Mesa Antenna
Range anechoic chamber facility. Complete pattern data
were taken at the design (a1 ! operational} frequency of
8.415 GHz; frequency-scanned pattern data were taken in
the reflex feed symmetry plane. Optimum performance
was observed at the design frequency of 8.415 GHz. No
pattern distortion, grating lobe response, or other un-
expected behavior was observed.

Figure 5 shows the radiation pattern of the corrugated
feedhorn by itself. Figure 6 illustrates the pattern of the
feedhorn/tilted dichroic plate combination in the plane
containing the horn axis and the plate normal (svmmetry
plane). For these patterns, the horn was circularly polar-
ized and the illuminator was linearly polarized but rapidly
rotating about its axis. Thus, at each point in the radiation
patterns, the ellipticity is displayed as a rapidly modu-
lated signal level. As seen in Fig. 6, the ellipticity nulls
out at a point 3 deg off axis and is 0.4 dB on axis. From
symmetry considerations, the antenna secondary pattern
axial ellipticity will be nearly the same as the feed system
axial ellipticity.

In Fig. 6, the large lobe in the region of 120 deg is the
reflection from the horn side of the dichroic plate. This
reflection gives rise to a roise temperature contribution
from ground thermal radiation when the antenna is at low
elevation angles. The power-average level for the Pyle-
guide dichroic plate is —24.5 dB, yielding a maximum
noise temperature contribution of 0.7 K. The original
round-hole plate has a power-average reflection lobe level
of -18.6 dB, vielding a noise contribution of 2.7 K. This
latter figure has been experimentally observed at DSS 14
(see Fig. 8 of Ref. 1).

. Conclusior

A different type of hole, “Pyleguide,” has been incorpo-
rated into the reflex feed dichroic plate design to alleviate
polarization degradation and noise temperature contribu-
tion due to plate mismatch (reflection). The piate ellip-
ticity degradation has been reduced thereby from 1.8 to
0.4 dB; the maximum noise temperature contribution has
been reduced from 2.7 to 0.7 K. The ideal hole shape is a
function of its location on the plate. The Pyleguide plate
tested had all identical holes. Further performance im-
provement, if required, appears possivle by use of non-
identical holes. The ability to perform this type of design
entirely analytically has been demnonstrated.
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Range Measuiements to Pioneer 10 Using the
Digitally Controlled Oscillator

A. S Liu

Analysis of the new doppler data from DSS 14 using t! e Digitally Controlled
Oscillator (DCO), has establiched that ramping the cairier frequency by the
DCO will enable us to obtain range measurements to Pioneer 10 without the use
of a ransing system per .e. The accuracy of these measurements is on the ordzr

of 10 km.

l. Introcuction

The tuned oscillator range analysis (TORA) experi-
ment utilizes the new DSN programmed oscillator de-
vice at DSS 14. This nev equipment was added to
DSS 14, Goldstone, California, anc DSS 43, Canberra,
Australia, for the purposc of tracking Pioneer 10 during
Jupiter flyby. It was noted that ranging information could
b. obtained when the transmitted frequency was ramped
by u.eans of a digitally controlled oscillator (DCO). The
returned signal shows a pattern that is dependent upon
the round-trip light time, enabling measurements to be
made of the distance from the station to the spacecraft.

Since the primary purpose of the installation of the
DCOs was to support Pioneer 10 commanding during
Jupiter encounter, training exercises were scheduled to
punmic station operators to become familiar with the new
equipment and to establish working procedures for the
Jupiter fyby. Data taken from DSS 14 were utiiized
during several of these training exercises, and processing
of the data was begun to see if range information could
be extracted. Supplied with information about the fre-
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quency rates and irftiation times of the DCO during those
passes, the data were succes.fully analyzed and several
round-trip range estimates of the Pioneer 10 spacecraft
were made,

The concept of using ramped frequency doppler for
ranging is analogous to inferring distances .y an echo.
By ramping the carrier frequency, a unique correspon-
dence between time of transmission and frequency of
transniission i¢ -ctabished. rurther, by noting the tim.
and frequenc .t reception, one can then associate a time
of transmission with that frequency, thus a time delay,
or round-trip distance, is inferr2d.

Figure 1 is an illustration of this principle. {t shows the
Joppler counter rcadings after subtraction of reasonable
estiteates of shifts due to Earth and spacecraft notion,
cte., computed as ordinary doppler at the initial trans-
mitted frequencv. The dashed line indicates the tuning
p ofile of the exciter al DSS 14 as a function of time. The
excrter is also used as a reference signal to heterodyne
the time-delay. received signal from Pioneer 10 (effecis
on residuals shown as a solid line). The difference between



the reference frequency and the received signal is inter-
pr-ted as Pioneer 10 “doppler data.” to be used in the
oot determination process. The efrecis of the ramps on
the received signal (solid line} are also shown, but with
a delay of abont 1 h, which 1s the time required for the
signai o reach the spacecraft and retum to the ground.
As can be seen, the difference between the received signal
and the ground reference produces the doppler residuals,
which are on the order of 200 kHz.

Il. Data Analysis

Two sets of DSS 14 Pioncer 10 data were analvzed. The
ramp patterns are tabulated in Tables 1 and 2. The first
pass of data (Pass 1) was taken on June 19. 1973, and the
sccond (Pass I1) on July 10, 1973.

A. Pass|

To analyze this pass, we used the initial cc aditions of
Pioneer 10, supplied by Pioneer Project Navigation. Based
upon this orbit. round-trip licht times for eact data point
were ¢ 1puted. The extra cycles were removed from the
data according to the required light time transit.

The result is presented in Fig. 2. It is interesting to
note the step residuals due to the misplacement of
Pioncer 10 in this assumed trajectory by approximately
250 kr . The ramped doppler data provide an additional
measurement dimer ion not readily or directly available
from conventional doprler. The unramped doppler vields
a solution of the orbit by inference through the accelera-
tion dynamics after sufficient spatial motion has occurred
(about 6 weeks or longer).

The step biases are dve to a trajectory sound-trip light-
time error times a ramp rate. Since we may regard the
orbit error to be a constant over one pass, the offsets are
due only to differing ramp rates. Thus, the largest offset
is due to o ramp rate of 150 B ’.. Halfway between, one
sces a bias of halr that . s- from a ramp rate of
74.9984 Hz/s. Centered . 4 ..ro are the twe offsets
caused by a ramp rate of =30 Hz/s.

B. Pass Il

A second set of data, taken on July 10, 1973, was
analyzed. In the intervening period, a trim maneuver had
taken place. This necessitated a solution for the nev- arbit.
Additions were made to the code it .ie Planetary Crbiter
Error Analysis Study (POEAS) -rogram, which included
the new data and partial derivatives required tor an
automatic least-squares differential-correction process.
The July 10 data were sent through POEAS, and auto-

matic iterations for the solution of the new orbit were
beagun. After the first iteration (the best available solution
was not used), the Doppler data were centered about
zere, but the range was still in errer by an amount equiva-
lent to 0.5 Hz (Fig. 3). Since the ramp rates for this pass
were all 100 Hz/s at S-band, the offsets were the same
size and centered about zero. After the sccond iteration
all of the biases disappeared. indicating the data deriva-
tive fourulatior and program coding t be correct and
thus causing the solution to converge. There was a re-
ported prograrimed oscillator control assembly (POCA)
initiation time crror of 5 s. causiag residuals of 500 Hz to
appear m the middle of this pass. For the sake of this
densonstration rather than correcting the time inputs to
the program, these data were eliminated from the data
set used for the orbit solution.

When the “blunder points” were removed. we were
able to adjust the orbit so that the data residuals were
on the order of 1/1000 Hz. Figurce 4 shows the result of
thi, solution.

The figure shows the level to which the ramp frequency
data can be fit when all the blunder peints have been
removed. It is evident that the only noise corponent
remaining is the high-frequency component. and when
the ramp pattern is incleded in the data analvsis. the new
DCO doppler data residuals look the same as the con-
ventional unramped data residuals.

Ill. Conclusions and Summary

Based on the analysis of two sets of Pioncer 10 ramping
doppler data from DSS 14, the system shows promise of
providing a new measurement dimension (ie., range)
from doppler data. The problems at present seem
tractable.

Our inicipretation of the data scems sound, and its
‘ncorporation into ccmputer programs vielded reasonable
results. The prototype program furnishes us with insights
into the procedures for developing the navigation pro-
grams to account for this new data type in 2 logical
manner.

In summary, as a demonstration cxercise, we have

(1) Obtained some understanding of the POCA.

(2) Developed the software required to analyze the
data from an orbital correction approach.

(3) Interpreted our results in terms of a new data
tpe corresponding to topocentric range to the
spa ecraft.
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Table 1. Ramp test pattern for June 19, 1973;
start time T, = 9:40:00

Ramp on time (T, - T) Ramp rate
Ramp No. (S-band) at
n min s exciter, Hz/s
1 (1] 0 V] 150
2 0 3 20 e
3 0 10 00 30
4 1 w7 47 (1}
5 M 32 47 -~30
6 2 50 34 ~T5
7 2 57 14 - 1350
8 3 00 34 0
9 3 05 4 -150
10 2 09 07 —-Tn
11 3 15 47 -30
i2 4 33 34 0
13 4 38 k71 30
14 5 56 21 T
15 6 03 01 150
16 6 06 21 0
aActual S-band rate +74.9984 Hz/s.
Table 2. Ramp test pattem for July 10, 1973
Ramp on time, CMT Ramp rate
Ramp No. (DCO)* at
n min s exciter, Hz/s
i U6 30 90 3.125
2 06 46 40 0
3 o7 09 43 -3.125
4 o7 28 23 0
5 07 47 o3 —-3.125
6 08 03 43 0
7 o8 26 46 13.128
8 08 43 26 0
9 09 04 06 +3.125
10 09 20 46 0
11 09 43 59 -3.125
12 10 00 390 0
13 10 21 19 —-8.125
14 10 37 59 0
15 11 01 G2 +3.125
16 11 17 42 0
17 11 38 22 +3.125
18 11 55 02 0
19 12 18 04 —-3.125
20 12 34 44 0

8S-band rate = 32 X DCO rate = 100 Hz/s.
bSuspected time errorof —5's.
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S/X Open-Loop Receiver

H. G. Nishimura
R. F. Systems Development Section

An operational DSN S-band receiver having two independent channels was
modified to provide capability for coherent reception at S- and X-bands simul-
taneously. Coherence at both bands was accomplished by using a base-frequency
multiplier which was common to both the S- and X-band local oscillator multi-

plier chains.

I. Introduction

In order to meet the occultation experiment require-
ments for coherent downlink phase information from a
spacecraft at S- and X-bands, the DSN S-band open-loop
receiver at DSS 14 was modified. Presently, the open-
loop receiver has two independent S-band channels.
Chamnel 2 was modified to receive at X-band. This modi-
fication was made without disturbing either S-band link.
To meet the requirements, Channel 2 was preceded by
an X- to S-band down-converter. Switching networks
were added so that in the new $/X-band mode, occulta-
tion experiments can be carried out simultancously at
S- and X-bands. Coherence requirements for the two
downlink signals were met by utilizing a common base-
frequency for both the S- and X-band local oscillator (LO)
chains. Whenever possible, components and modules
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already designed or in DSN use were employed in order
to minimize replacement spares and cost.

Il. Physical Description

The $/X open-loop receiver c.nsists besically of to
assemblies mounted in the tricone at DSS 14. One zssem-
bly, called the S/X open-loop recciver pane! (panci),
contains the times sixteen (X16) base-frequency multi-
plier and other iower-frec:iency multinliers to generate
the LO signal .o the existing S-band mixers (see Fig. 1).
The panel, mounted in receiver cabinet 9, s 43 cm wide,
51 cm long, and © L. high.

The other assembly, $/X open-loop receiver box (hox),
consists of a weather-resistant enclosure containing the
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components required in the generatior and conversion of
the higher X-band frequency (Fig. 2). The Box measures
approximately 41 X 51 X 15 cm deep.

lil. Development

Figure 3 shows a block diagram of the S/X open-loop
receiver. Basically, the system consists of two reference
frequency sources which drive frequency multiplier
chains to supply the LO signals for the existing S-band
mixers and the new X-band mixer. The X16 base-
frequency multiplier, which is common to both multiplier
chains, has dual outputs. One output provides the drive
for the S-band LO chain, while the other provides the
driv~ for the X-band LO chain. Coaxial RF switches select
either normal S-band operation or the new S/X-band
mode. In the normal S-band mode, the existing S-band
LO signals are switched into the existing S-band mixers.
In the S/X-band mode, the new coherent S-band LO is
switched to the existing Channel 1 S-band mixers, and
simultaneously, the X-band LO is switched to the new
X-band mixer in Channel 2.

Starting at the upper left in Fig. 3, reference frequency
source f, drives the dual output X 16 base multiplier. One
output of the X16 multiplier drives a X3 multiplier,
which generates the nominal 2245-MHz LO for the
existing S-band mixers. This LO signal is split by a 3-dB
hybrid and followed by bandpass filters FL1 and FL2.
Switches S1 and S2 are operated simultaneously and, for
S/X-band operation, select the new coherent LO gener-
ated by the X16 and X3 multipliers. For normal S-band
operation, S1 and S2 select the existing S-band LO signals.
Either set of LOs is applied to the existing S-band mixers
in Channels 1 and 2.

The other output from the X 16 base multiplier is used
to further develop the LO for the new X-band mixer.
At the left in Fig. 3, reference frequency source f, drives
a X1/3 frequency multiplier. The output is mixed with
the output from the X16 multiplier. The resultant sum
frequency, » nominal 765 MHz, is further multiplied by
a X8 multiplier to provide the 6120-MHz LO drive for
the X-band mixer. The LO is processed through band-
pass filters and isolators HY2, FL3, HY3, F14, and HY4
before being applied to the X-band mixer. The X-band
downlink signal, nominally at 8415 MHz, comes in
through the preselector filter and mixes with the 6120-
MHz X-band LO in X-band mixer M1. The resulting
difference intermediate frequency at 2295 MHz is ampli-
fied by AR1. Switch S3 operates tcgether with switches
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S1 and S2, and when it is in the S/X-band mode, selects
the 2295-MHz S-band IF generated by the X- to S-band
mixer. When the switch is in the normal S-band mode,
it selects the normal 2295-MHz S-band signal to Channel
2. The signal is then fed to the S-band mixer in Chan-
nel 2. The various signal frequencies are shown in the
diagram.

Perhaps the most significant area of development
dealt with the suppiession of spurious signals generated
by the 6120-MHz X8 frequency multiplier in the X-band
LO chain.

.ntermodulativn products are generated in the mixer
following the X8 multiplier due to mixing of harmonics
and sidebands of the X8 multiplier output. Since the
S- and X-bands are coherently related, the X3 sideband
at the output of the X8 multiplier is at the same fre-
wuency as the IF from the X-band mixer. In addition,
the X5 and X1l sidebands mix with the X8 output
also to generate an interference signal at the same fre-
quency. The inturference signals could mask the real
signals if they were not adequately attenuated. Faced
with these possibilities, the best approach was to sup-
press every harmonic of the X8 input frequency appear-
ing at the multiplier output except the required LO for
the X-band mixer.

Bandpass filters FL3, FL4 and wideband isolators
HY2, HY3, HY4 were used for this purpose. Typical
microwave filters are of the reflective type, wherein high
voltage standing wave ratio (VSWR) is exhibited in the
reject band. The addition of an isolator at the inp' ¢ port
allows tk- isolator to absorb the out-of-band reflected
signals by an order of about 20 dB per unit. The isolator
also helps in creatir ; a better match for the in-band
frequencies.

Before one can realize higher orders of suppression,
RF leakage must be eliminated or at least minimized.
Therefore, special precautions were taker in packaging
the X8 multiplier, isolator HY2, and filter FL3 (Fig. 4).
The X8 multiplier and HY2 were mounted within an
RF-shielded enclosure. The input interface of F'.3 was
mounted flush against one exterior surface of the enclos-
ure, with the input connector protruding into the enclos-
ure through a clearance hole. The two muunting surfaes

were machined smooth in order to minimize leakage. -

With this arrangement, the filter input was virtually RF-
isolated from its output. Skin currents at the input were
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contained within the enclosure. Test results confirmed
excellent containment of leakage in the area of the X8
and FL3.

Before the filtering was added, the interference signal
levels were approximately —85 dBm following the X- to
S-mixer. With the addition of HY2 and FL3, this level
was reduced to —141 dBm, a reduction of 56 dB. A
second suppression stage, : msisting of HY3 and FL4
was added, and this reducec the spurious ivels well
below threshold signal levels. Because of reactive cou-
pling between FL4 and the X-band mixer, HY4 was
added to insure a better VSWR.

Certain precautionary measures had to be observed
when working with these high attenuation levels:

(1) Connectors had to be clean at their mating sur-
faces. Slight ar.ounts of foreign matter can easily
influence test results, In this respect, the smaller
connectors, such as SMA, are notorious for gen-
erating metal flaking from their threads. Both con-
nector ends should always be exzinined for
cleanliness before mating.

(2) SMA connections easily become loose during the
course of testing and development. Best results
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were obtained when these connections were
torqued to about 124 g-om (9 in-lb) before
starting tests.

V. Discussion

The $/X modification is an R & D tvpe of installation.
Work will shortly be under way to provide a permanent
unit at DSS 14 which will replace the R&D system. An
§/X open-loop receiver will also be provid ¢ at DSS 43.

Because of the space hmitations in receiver cabinet 9,
the present S/X open-loop receiver panel will be recon-
figured, possibly by relocating the X 1/3 multiplicr-mixer
to the box assembly.

Additional trimmer attenuators may be added to
further balance the S-band LO signals. A crystal detector
monitor will be added to provide control room personnel
with an indication of the X-band and LO signal.

The X8 multiplier will be replaced by a X2 multi-
plier, followed by a X4 multiplier. This change in the
X 8 multiplier chain should reduce the levels of unde-
sirable S-band signals appearing at the output of the
X-band mixer.
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X-Band Radar System

R.L. Leu
R. F. Systems Development Section

The radar development effort will provide the technology necessary for vider
bandwidths at increased ranges. This technology will be applicable for use in
uplink and downlink communications with future spacecraft.

1. Introduction

"> Radar development effort will provide the tech-
nology necessary for wiler bandwidths at increased
ranges. This technology will be applicable for use in
uplink and downlink communications with future
spacecrait.

The increased antenna gain (approximately 7 dB)
will decrease the nbservation time for radar targets by
a factor of 20. The wider bandwidth will allow faster
ranZe codes for improved ranging resolution. The frst
use of the new radar system will be to study the rings of
Saturm as a possible hazard to aa* “zation. This ofypor-
tunity will start in Dccember 1974,

Altho. 7h therc have been some developmental prob-
fems with the 250-kW Kklystrons, waveguide couplers,
and scveral control assemblies, tne scheduled opera-
tional date of December 1974 appecrs realistic. In
addition to (he technical difficulties discussed in this
article, the other major obstacle is obtaining sufficient
antenna time for installation and checkout on the 64-m
antenna at DSS 14.
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Il. Radar System

The radar system as discussed in Ref. 1 has undei-
gone some changes. The system specifications are given
in Table 1, and a block diagram is presented in Fig. 1.
The radar will use a two-feed arrangenmient as shown
only if a high-power polarizer (more specifically, the
rotary joints in the polarizer) canno: be developed prior
to the radar installation for the rings of Saturn oppor-
tunity. The transmit feed (Fig. 1, feed A) will be used
as the transmit-receive feed, a1« the receiver feed (B)
will be used as a backup. The two-feed arrangement is
undesirable for optimum performance and will be used
only as a last resort.

With a two-feed system and the present subreflector
pn locations, the radar will have worst-case antenna
degradation f approximately 1.3 dB. The 64-m
antenna subretfector was 1ot designed for continual
focusing operation. It w.u have to remain in a fixed
position and not moved between the transmit and re-
ceive feeds. If the subreflector is focused at a point
xid-way between the feeds (Fig. 2), the degradaticn
will be aprroximately 0.5 dB. As the radar is switched
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from receive to transmir mode or reversed mode, the
antenna pointing will be changed automatically with
the computer-on ated antenna pointing svstem to cor-
rect for the .vergence of the tansmit and receive
antenna beams. The software required to perform this
operation was developed for another project. To im-
prove the performance of a two-feed system, a con-
ficuration worth considering would locate the two feeds
side by side (Fig. 2bY. This would require reconfizuration
of the cone layvout and provision of new pin locations for
the subreflector. The performance degradation wou'l be
0.25 dB.

As indicated in Table 1. the transmit—receive cvele will
vary in duration depending on the target being observed.
The round-trip time for the rings of Saturn is 2% h.
During the transmit cvcle, the radiated RF power must
be switched on and off at a 30-s rate. This is disastrous to
the Klystron a:nplifiers, as discussed in Ref. 2. References 2
and 3 discuss an approach being implemented in the
radar system for switching the radiated RF power on and
off. A second method, now being used in the S-band
radar, that shifts the RF carrier in frequency (about
1 MHz) at a 31-s rate, will also be available.

Ill. Transmitter

At the time of this writing, three 250-kW klystrons,
six waterloads, three dual directional waveguide couplers,
and most of the electronic 1ssemblies have been delivered.
One klystron was operated at 225 kW for a short e
before failure One of the waveguide couplers wus defec-
tive. and the other two malfunctioned at 125 to 150 kW.
The malfunction was due to improper design of the
terminations in the secondary arms of the couplers. They
have been rebuilt and will be retested. Because of the
shortage of materials and components in the electroaic
industry, se cral of the elecionic control and monitor
assemblies are late in delivery. This is not expected to
caase anv delay in the schedule.

IV. Microwave Compcnents

Two hybrid coml.ners (Ref. 4) have been dehvered,
and ong unit was tested in excess of 225 kW at one port.
Testing of the hybrid with two 200-kW inputs will take
place in the third quarter of FY'74. Waveguide switches,
waveguide test equipnrent (slotted line, precision sliding
load, sliding short, etc.) and waveguide components have
been delivered. The switches and “ome waveguide com-
ponents will be tested at 250 kW by January 1, 1974.
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V. Feed

The basic feed hom design has been completed and is
presently being fabricated. The feed horn will be ready
for RF power testing by Januarv 1974. The polarizer.
including rotary joints. will be ready for testing in
February 1974

The polarizer is the primarv suspec* area for break-
down from arcing and corona in the feed system. As
discussed previously, should the rotary joints not handle
the 400-kW power. they will be temporarily replaced
with straight sections of waveguide in order to meet the
December 1974 operational date. Development of the
polarizer would continue. and it would be installed at a
later time. The feed horn design will be the same for both
feeds (transmit and receive). The receir: feed will use the
movable polarizer as a backup [y the wansmit/receive
feed.

VI. Exciter

The exciter is required to generate the 8.495-GCHz
frequency and +10-MHz phase modulation Landwidth
for the radar. The output of the exciter drives the buffer
amplifier assembly, which drives the dual klystron ampli-
fiers. The exciter is an extension of the Block IV exciter
that ho- ~» ,witched output (330 MHz) for the X-band
radar. This output drives a multiplier (X16) to obtain
8.495 GHz. The X 16 multiplier has been designed, pro-
cured, and delivered and will be located in th~ buffer
amplifier assembly, as shown in Fig. 1.

Vii. Receiver

The receiver will consist of the existing Block 1V re-
ceiver X-band channel and the X-band traveling-wave
maser (TWM\,) now located in the multi X-band/K-band
(MXK) feed cone at DSS 14. The Block IV receiver is
presently being tested at DSS 14 and will be available in
time for the December 1974 cperational date.

VI C )ling

Cooling water is required for the klystron, waterloads,
waveguide components, and feed. The coolant is provided
by modification to the existing transmitter coolant assem-
bly and the waveguide coolant assembly. The modifica-
tion to the former has been completed, and the waveguide
cuolant svstem modification will be ready prior to the
radar installation.
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Table 1. X-band radar system specifications

System Specifications

Frequency 8495 =25 MHz

RF output 400 kW ( <86 dBm)

RF stability *+0.5d8

Phase modulation 0-100% carrier suppression, 50 kHz
to 10 MHz

Phase jitter system 5deg RMS

Transmit-receivecvdde  3minto25h

Mecd ilation On/off during transmit at 10s to
30 min

Received mode Polarization diversity

Subreflector focusing Transmit/receive
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An Algorithm for the Computation of Linear Forms

J. E. Savage'
Commuricadons Systems Research Section

Many problems, including mutrix-vector multiplication and polynomial evalua-
tion, involve the computation of linear forms. An algorithm is presented here that
offers a substantial improvement on the conventional algorithm for this problem
when the coefi- (cnt set is small. In particular, this implies that every polynomial
of degree n with at wost s distinct coefficients can be realized with O (n/log. n)
operations. It is demonstrated that the algorithm is sharp for some problems.

l. Introductiun

How many operations are required to multiply a vector
by a known matrix or c¢valuate a known polynomial at onc
point? Such questior.s are frequently asked and Winograd
(Ref. 1) has shown the existence of real matrices and poly-
nomials (containing indeterminates over the .ationals, for
example) for which the standard matrix-vector multipli-
cation algorithm and Horner’s rule for polynomial evalu-
at'on are optimal. That is, n* real muitiplications and
a (2~ 1) additions are required for some n X n matrices

-+ v-ultply the matrix by an n-vectcr, and n multiplica-

w -+ znid n additions are recuired by some polynomials

s xcer i to cvaluate the polynomial. In this paper, we

« aigorithm for the computation of “linear forms” to

5. ow that the n X n matrix-vector multiplication problem
a | the polynomial evaluation problem can be solved wita

IConsultant from Brown University; Division of Engineering.
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O (n*/log, (n)) and O (n/log. (n)) operations, respectively.
when the matrix entries and the polynomial coeflicients
are known aud drawn from a set of size s (even when the
entries and coefficients are vanables). These results are
obtained by exhibviting potentially different algoiithms
for each matrix and each polynor:ial.

The algorithm presented here for the computation of
“linear forms” is very general and can be applied to
many problems including matrix-matrix multiplication,
the computation of sets of Boolean minterms, of sets of
product over a group, as well as the two problems men-
tioned above. Applications of this sort are discussed in
Section III.

We now define “linear forms.” Let S and T be sets and
let R be a “small” finite set of cardinality |R| =s. Let
*:RX S T be any map (call it multiplication) and let
+:TX T- T be any associative hinary operation (call
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it addition). Then the problem to be considered is the
cotaputation of the m “linear forms” in x,,x.. - - ,xa
ail'xx+ai:'xg+ R +a;..-x,., 1=i<m

where a,, ¢ R and x,¢S. The elements in R shall be re-
garded as symbols that may be given any interpretation
later. For example, in one interpretation, R may be a finite
subset of the reals and, in another. R may consist of s dis-
tinct variables over a set Q, say.

An algorithm is given in the next section that for each
m . n matrix of coefficients A = {a,,} evaluates the set

L,(x}= {

= a;,x,]léiém}

-1

of lincar forms with O (mn log. (m)) operations, when m
is large where s = |R|. The conventional direct evalua-
tion of L,(x involves mn multiplications and m (n — 1)
additions, so an improvement is seen when s is small rela-
tive to m.

Polynomial evaluation is examined in Section IV and
the algorithm for linear forms is combined with a decom-
position of a polynomial into a vector-matrix-vector mul-
tiplication to show that every polynomial of degree n
whose coefficients are taken from a set of s clements car
be realized with about \ n's scalar multiplications, 2y n
nonscalar multiplications, and O (n.log. (n)) additions,
when n is large. The polvnomial decomposition is similar
to onc used by Paterson and Stockmeyer (Ref. 2), and it
achieves about the same number of nonscalar multiplica-
tions but uses fewer scur:  multiplications and additions.

In Section V. u simpy _ounting argument is developed
to show that the upper bounds derived in earlier sections
are sharp for matrix-vector multiplications by “chains.”
that is, straight-linc algorithms.

Il. The Algorithm

The algorithms for computing L, (x), where |R| =,
will be giver in terms of an algorithin (3 for the construc-
tion of all distinct linear forms iny,.y., -, yx with coeffi-
cients from R. That is, /B computes Ly (y) where B is the
§ X+ atrix with s* distinct rows and entries from R. The
algorithm /4 for L (x) will use several versions of 3.

The algorithm ‘A has two steps. Let R = {2y, a0, " *-
Then,

Step I: form o,°v,; l=i=s1=j=k

yal}°
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Step 2: let S (i, 4., -« - , i) =
e eyt Y
1=i<k 1 <i <5

Each element of 7z (y) is equal to S (i, i, - - - , &) for
some set {i,, i., - - -, 1, of not necessarily distinct integers

in {1,2, -- - s}. Construct S(i, i, - - - ,i, recursively
from
Sy = @
and
S(in, iz, * - - i, =S (i, 8y, - - i) iy

for 2= <k.

The first step uses =5 = ks scalar multiplications. Let
N (s, 1) be the number of additions to construct all linear
forms S (i, i., - - - ,i,). Then, from step 2, it follows that

N1 =0

N, =N(s,t - 1) +¢
From *his we conclude that

Nigh=[("-D (~-L]-(s+1)=s"
=g’
fors=2 and { =2,
Therefore, the number o5 of addition- to form Lg(y) sat
isfies s* == gp = s*-1,
Partition A into
A=[B.B,, - - - ,B,]

where B, - - - ,B,.,arem X k,B,ism X (n— (p — 1)k},
aad p = {n/k]. Similarly, partition x = y',y*, - - - ,y*
where y' = (x(r-ny1i, * - %) for 1 =r=p—1and y*
is suitably defined. It follows that

Ax=B,y' + By + - - - +prp <A)

where 4 denotes column vector addition.

The algorithm 4 for L, (x) has two steps.

Step 1: construct Ly (y'), 1 =5 r < p, using (B, that is,
identify the linear forms corresponding to rows of
B, and choose the appropriate f>rms from those
generated by £3 on y".

Step 2: construci L (x) by add:ng as per (») above.



The number of muitiplications used by (4 is =, = ns.
The number of additions used in step 1 is no more than
pog, and in step 2 it is no more than m (p — 1). Therefore,
the number of additions used by /71 sutisfies

o Zpst+m(p—1)

where p =[n k). Ignoring diophantine constraints and
with k = log, (m/log, (m)), we have

TreoreM 1. For each m X n matrix A over a finite set R
of cardinality |R| = s, the m “linear forms”

L.i(x) = (ail'xx + - A léiém}

can be computed with =, = ns multiplications and o4 =
O (mn, log. (m)) additions when m is large relative to s.

Proof: Ignoring diophantine constraints, we have

and s* = m/log, (m). Therefore,

.
log. (m)

1+ e/(1 — &)

where ¢, = s’log. (m) and ¢. = log. log. (m), log, (m). If
e: < %, it is easilv shown that (1 — < )? =1 + 2. Also,

(14 &) (1 + 2e,) =1 +2(s, + ¢.)

if ¢, < %, which holds for m = 16 when s = 2. It follows
that

05 (V4 2(e +¢2)

og. (m)

when m = 18. Since ¢, and ¢. approach zero with increas-
ing m, the conclusion of the theorem follows. Q.E.D.

When m > 3> s, this result represents a distinct im-
provement over the conventional algorithm for cvaiuating
L (x), which uses m scalar multiplications and m (n — 1)
additions. It should be noted that the reduction in the
number of additions bv a factor of log, (m) obtained with
algorithm (A follows airectly from a reduction by a factor
of about k in aigorithm 3. The obvious algorithms for
Ls (y) uses ks* additions, but 3 comiputes it with no more
than s aC " s,

Although algorithm &) (and ¢B) was discovered inde-
pendently by the author, it does represent a generaliza-
tion of an algorithm of Kronrod reported in Arlazarov,
et al. (Ref. 3). His result applies to the multiplication of
two arbitrary Boolean n atrices. The heart of algorithm 7}
is algorithm 3 and this was knowr. tn the author (Ref. 4)
in the context of the calculation of all Boolean minterms
in n variables. This will be discussed in the next section.

lil. Applications

In the set L, (x) of lincar forms, the ¢lements a,, and x;
are uninterprcted as are the operations of multiplication
and addition. By attaching suitable interpretations, it is
seen that algorithm (7} for linear forms has applications
to many different problems, several of which are now
described.

A. Multiplication of a Vector by a Known Matrix

Let R be a set of s variables over SR = {z,,2., - - z,},
and let S = T = {reals}. Let + and ° be addition and
multiplication on the reals. Then L, (x) repres-ats multi-
plication of x = (x,, x,, - - -, x4) by a known (but not
fixed) matrix A. That is,

L {x)={zx, 1+ 2 "%+ +2z4

X, 1=n=m}

vshere the m X n matrix of indices {k;;) is fixed. For any
given matrix {k;;}, L. (x} can be computed using ns real
multiplications and O (mn/log. (m)) real additions.

Independent evaluation of the m forms requires a total
of at least m (n — 1) operations for anv s, since =ach form
consists of n functionally independent term:s.

Special Cases:
(1) z,,z,, - - -

(2) $=2,2, =0, z. = 1. Then, L,x) is a set of subset
sums such as

, =, are assigned distinct rzal values.

{xl + x5, x, +x; + xa}

NOTE: Concerning Case (1), Winograd (Ref. 1) has
shown that there exist fixed real (and unrestricted)
m X n matrices and vectors x, such that mn real mul-
tiplications and m (n — 1) real additions are required
for their computation with “straight-I' 2" algorithms.
Thus, a significant savings is possible if the matrix
entries can assume at most s distinct real values, and ¢
is small relative to m,
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B. Matrix-Matrix Multiplication AX, A Known

Let R and S be as above and let T be the p-fold car-
tesian product Q?, Q = {reals}. Let + be conventional
scalar multiplication (consisting of p real multiplications)
and let + be vector addition on the reals (consisting of p
real additions). Then, L, (x) represents multiplication of
the n X p matrix X over the reals by a known (but not
fixed) m X n matrix A. That is,

Lo(x)= {2, % + 2, T+ - +2,

in Xnt 1=i<m)
where %, denotes the I-th row of X and the m X n matrix
of indices {k,;} is fixed. For any given matrix {k;;}, L4 (x)
can be computed using nps real multiplications and
O (mnp/log. (m)) real additions.

NOTE: When n = m = p, Strassen’s algorithm
(Ref. 5, for matrix-matrix multiplication can be used
at the cost of at most (4.7) n'°~:" binary operations.
As a consequence, Strassen’s algorithm is asymp-
totically superior to algorithm (%} for this problem.
However, when s = 2, algorithm ( is the superior
algorithm for n < 10°!! * {oral: bew: re of arguments
based upon asymptotics.

C. Boolean Matrix Multiplication

Let R=S = {0,1}, T = {0, 1}?, let « be Roolean vector
conjunction, and let + be Boolean vector disjunction.
Then, L, (x) represents the multiplication of a known
Boolean m X n matrix A by an arbitrary Boolean n X p
matrix X. That is,

Lo ={an T +0:H+ - +aqn T 1=Zi=m)

where 7, is tl e I-th row of the n X p matrix X. The algo-
rithm for computing AX uses no multiplications and
O (mnp/log. (m)) additions.

NOTE: If A is an arbitrary Boolean matrix and if the
selection procedure of step 1 of algorithm B cen bz
executed without cost, the algo.ithm ¢f K-onrod
(Ref. 3; results. The number of operations p. :formed,
exclusive of selection, equals that given above. The
Kronrod algorithm uses more operations because of
a nor , choice of the parameter k.

D. Boclean Minterms

Iet R=8 =T = {0,1}. let + be the Boolean conjunc-
tion, anr let « be defined by
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a*Xx =

|

2
I

(=]

where x denotes the Baolean inverse. Then, L4 (x) repre-
sents a set of minterms such as

{x1x.%;5, T2, X 15.-;3}

NOTE: The set of all 2* distinct minterms, suitably
ordered, reprcs:nts a map from the binary to positional
representation of the integers {0,1,2, - - - ,2" —1}.
This map can be realized with at most 2**! conjunc-
tions and is a map that is useful in many construc-
tions, such as those in Ref. 4.

E. Products in a Group G

Lec R={—-10,1}, S=T =G, let a*x = x* (raise to
a power), and let + be group multiplication. Then L, (x)
represents a set of m products of n terms each. For
example,

{ab'cd',bectatctd?)

is such a set, where x! is the group inverse of x and x° is
the group identity that is suppressed.

IV. Polynomial Evaluation

We turn next to the evaluation of polynomials of de-
gree n. Let

p(x)=a,+e1°x* +a,°x* + - - - +a.x"
where ' and - represent vector addition and scalar multi-

pli~ztion. where x' = x, ¥’ = x+x'-!, and « represents vec-
{or multiplication. Let a; ¢ R, x T and

« :ARXT-T
+:TXT-»T
¢ :.TXT->T

where + and e are associative and s distributes over +.
We shall construct an algorithm &2 for polynomial evalua-
tion, which employs algorit..m (A for linear forms.

Algorithm & has three steps. Without great loss of gen-
erzlity, let n =kl — 1, and assume that a = (g,,4,, -, a,)
n .8 entries from a set of size s.

Step 1: construc. 2%, 2%, - - -«



Step 2: construct the « linear forms in 1,x,2%, - - - 2

- - - -
7o (x) aa, - - 8, 1
73 (x\ [« 70/ PYC R FY x-

( ) [P xi-1

| T (X)) L& k-1 a ) L n

using algorithm (4.

Step 3: construct p(x) =r,(x) + 7, (x)sx' + - + 1y (%)
= x%-Ut ysing Horner's rule. Let o, denote the
number of vector additions used by &P, =, the
number of scalar multiplications and p, the num-
ber of vector multiplications. Since the forms re-
quired in step 1 can be rcalized with t — 1 vector
multiplications and step 3 with k — 1 such multi-
plications a..d k — 1 additions, we have

op £ O((n + 1)/log, (K)) +k — 1
17,,= s

pp =1 Lk—2

since ki = n + 1. If we ignore diophantine con-
straints and choose k = Y (n + 1), to minimize u,
we “ave:

Tueorem 2. For each a = (a,a,, - * - ,a,) e R*! with R
a set of cardinality [R| =5, p(x) =a, + ax + - + aux”
can be evaluated with o, vector additions, =, calar multi-
plications and p, vector muatiplications where

o, =< O (n/log, (n))
Wpésv n+1
,;,,é2\)n+ "'2

when n is large relative to s.

Horner’s rule, which is the optimal procedure for evalu-
ating wn arbitrary polynomial on the reals, uses n multi-
plications and n additions. Even when a and x assume
fixed real values, there exist vectors a and values x for
which Horner’s rule is still optimal (Ref. 1). When the
coefficients are drawn from a set of size s, however,
Horner’s rule can bc improved upon by a significant fac-
tor when n is large relative to s.

The decomposition of p (x) used by algorithm & is very
similar to that used by Paterson and Stcckmeyer (Ref. 2)
ia their study of polynomials with rational coefficients.
They have shown that O (Vn) vector multiplications

are necessary and sufficient for such polynomials, but
their algorithms use O (n) additions. Algorithm &
achieves O (Yn) vector multiplications but requires only
O (n/log, (n)) additions when n is large relative to s.
Clearly, algorithm & can be applied to any problem in-
volving polynomial forms.

V. Some Lower Bounds

The purpose of this section is to demonstrate the exis-
tence of problems for which the performance of algorithm
77 can be improved upon by at most a constant factor. To
do this, we must carefully defir= the class of algoriilims
that are permissible. Then, we count the number of algo-
rithms using C or fewer operations and show tkat if C is
not sufficiently large, not all problems of a given type
(such as matrix-vector multiplication) can be realized
with C or fewer operations.

A chain B is a sequence of steps By, 8., - - - ,B. of
two types: data steps, in which Bie{y,,y., - * - ,yn}
UK(yi/K,yi#y,i#jand KCQ is a finite set of con-
stants), or computation steps, in which

Bi=8i°B fk<i

and °: @ X Q - Q denotes an operation in a set Q.

Associated with each step 8; of a chain is a function 5;,
which is 8; if B; is a data step and

Ei = °(Ei, .Ek)

if 8; is a computation step. Clearly, 3; - Q" > Q. A chain 8
is said to compute m functions f,,f., - -+ ,fu.fi: Q"> Q
if there exists a set of m steps B;,, - -, 3;,, such that g;, =
fol<t=m.

We now derive an upper bound on the number
N(C,m,n) of sets of m functions {f,, - - - ,fm} that can
be realized by chains with C or fewer computation steps.

Lemma. N(C,m
C=|g|>2

Zov=C+n+m+|K|+1 if

Proof: A chain will have 1 =4 < n + | K| data steps ard
without lnss of generality they mav be chosen to precede
computation steps. Similarly, the order of their appear-
ance is immatcrial, so there are at most

(ﬂ +dlK‘) 52""”

ways to arrange the d data steps.
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Let the chain have ¢t computation steps. Each step may
correspond to at most |Q| operations and each of the two
operands may be one of at most ¢t + d steps. Thus, there
are at most ||’ (¢ + d)** ways to assign computatira
steps and at most 2™'*' {Q|* (¢ + d)?** chains with d data
steps and ¢ computation steps. A sct of m functions can
be assigned in at most (¢ + d)" ways.

Combining these results, w. see that the number of dis-
tinct sets of m functions that can be associated with chains
that have C or fewer computation steps is at most
.

n+ih;
N({C.mn)= 3

d_1 t=

= (n+ |K|)C2*51|2|¢(C + n + |K|)2*m

On+'K: :Qlt(f + d)ztwn
1

But
(n+ |K|) 218 = (C + n + |K|)esmix
if C=>2 and
|o|c=(C +n + |K|)°

if C=|q|, from which it follc »s that

N(C, m,n‘/ é(c +n+ 'Kl)ﬂ?uﬂ}l{%mn

= Foadd

where v =C +n+nr + |K| +1. Q.ED.
In the interest of deriving a bound quickly, the counting
argunients given above are loose. Nevertheless, the bound
can at best be improved to about v*. As seen below, this
means a factor of about 4 loss in the complexity bound.

Consider the comgputation of m subset sums of
{x,, %2, ", %0}, x; € {reals}, as defined in Special Case (2)
of Subsection III-A. In the chain defined above let Q =
{reals} and let @ = { +, addition on the reals}. There are
2* distinct subset sums and the number of sets of m dis-
tinct subset sums is the binomial coefficient

F=()
m
Fix 0 < ¢ < 1. If C, n, and m are such that N (C,n,m) <

F'-¢, then there cxists at least one set of mn distinct st-bset
sums that require C or more additions.
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Tueorem 3. Algorithm 7 is sharp for some problems, that
is, there exist problems, namely, the computation of m
sukset sums over the reals, that require O (mn/log.,{m))
operations with any chain or “straight-line” algorithm,
when m = O (n).

Proof: Set v** = F*-¢ where v=C +n+m+ |K| + 1.
Then, N(C,m,n)=F ¢ For large F, the solution for v is

1 1
v~(zlnF )/In(:F )

Since m = O{n), it can be shown from Stirling’s approxi-
mation to factorials and an examination of the binoniial
coeficient F that InF is asymptotic to nm In (s). From this
the conclusion follows. QED.

The counting argument given above could also be
applied to matrix vector multiplication, Subsection III-A,
and to polynomial evaluation on the reals, as described in
Section "V, to .h: w that the uppe. bounds given for these
proble.ns “re also sharp.

VI. Ccnclusions

The algorithm presented here for the evaluation of a
set of linear forms derives its importance from thc mnin.al
sct of conditions required of the two operacicns. In fact,
th. only condition required is that addition be sscciative.

1s a consequence, the algorithm applies to a lar<e class of
apparently disparate problems having in co’ -mon the fact
that they can be represented in terms of hncar forms
this gen: ~ 1ature.

The algcrithm allows us to treat two important prob-
iems, matrix multiplication with a known matrix and poly-
nomial evaluation with a known polynomial. In both
cases an algorithm is constructed that depends explicitly
on the matrix entries and the polynomiai coefficients.
When the entry set of the matrix or of the polynomial
coefficients is fixed and the dimensions of either problem
are large, a sizable savings in the num!  of r.y .red
computations is obtained.

The gencrality of the algorithm for evaluation of linear
forms suggests that it may have application to many im-
portant problems rot mentioned in this paper.
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Radio Metric Applications of the New Broadband
Square Law Detector

R. A. Gardner, C. T. Stelzried, and M. S. Reid
Communications Clements Research Section

Previous articles have discussed tke development and performanc of a new
¢ nstant law detector. The new detector hae a wide- dynamic range and a mure
accurate square law re<-onse than has been availa. "= in the past. This article
discusses the 1.se and y-~rformance of this detector in a noise-adding rudiometer

system at DS3 13.

I. Introduction

Previous article« (Refs. 1, 2) have discussed the develop-
ment and perfor- .ance of a new constant law detector.
This new detector has a wider dyramic range and a more
accurate square ‘aw response than has been available in
the past. ~ ther desirable characteristics of the de.~ctor are
high-level dc o:tput with immunity to ground loop prob-
lems, fast respoase times, ability .o insert known time
constants, and good thermal stability. This art-  dis-
cusses th. use and performance of the new detector it a
noisc-adding radiometer (NAR) (Ref. 3) system.

Il. The Noise-Adding Radiometer System

In a total-nower radiometer, the output system noise
temperature T,, is given by

Top = GKV
where G is the sy.iem gair, V is the voltage output from
the square 1« detector, and K s a scaling constant. In the

total-power radiomeier system, gain changes cannot be
distinguished from real antenna temperature changes. Tu
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order to desensitize a recciviug syste... from gain changes,
a noise-adding rad: -mete- .nay be used. If a known and
constant amount of noise is added to the system and used
as a reference, then it is possible to obtain a ratio of output
g wers Y-frctors) with the noise refeten. e <ource on and

oft. Thus.

y o ClTy + Ty
T G(T.,
and
-— T\
T =y

where T is the equivalent noise tcmperatu.e of the noise
reference. It has been fo: .1d that a temperature-stabilised
solid-state noise diode is sufficiently stable for noise-
adding radiometer apolications (Ref. 3). If the Y-factors
are measired at » ~ate. much faster than the gai:. (lLianges
in the receiving s, .ter, .he effect of gain fiuctuations is
cancelled.

A noise-adding radiometer system has been ‘esigned

and constrictzd at DSS 13 for operation with 2 26-m
antenna. The maser; 'mylifier operates in a closed-cycle



refrigerator (CCR). The CCR compressor cycles at a
1.2-Hz rate which is determined by the ac power-line fre-
quency. Since the maser gain fluctuates at this rate, it is
desirable t~ . itch Ty at a rate greater than 8 Hz. It is also
important .© _hoose a rate that will not cohere with the
1.2-Hz CCR rate. The resolution of the radiometer, for a
switching rate of 8 Hz (which corresponds to a measure-
ment time of 0.125 s), is given by

Tap 20
210,(1 + T‘_) 2(20)(1 + ﬁ)

VB  VHOXI0 xIOXI0

AT =

0.1K

where r is the measurement time for one Y-facter and B
the system bandwidth. Thus, the resolution is 0.1K for a
single measurement of T, from one Y-factor for the
DSS 13 radiometer. This resolution is improved, by aver-
aging a number of individual measurements. by the factor
1 V N. This results in a radiometer system with a mea-
surement resolution on the order of a milli-Kelvin.

Figure 1 shows a block diagram of the DSS 13 NAR
system. In the figure, ND is the solid-state noise diode in
an oven, The detector is the unit described in Refs. 1
and 2. Any detector departure from true square law has
two effects: (1) measurement inaccuracy and (2) suscepti-
bility to gain fluctuation. Thus. all measurements are cor-
rected by a factor «, as described in Ref. 2, so that the
measurement Y-factor is given by

T, 4T, V.+a(V.)r

Y T., Vi+a(V.?

where V, and V, are the detector output voltages with the
noise diode off and on, respectively. The IF bandwidth
at the input to the detector is 5 MHz. The frequency out-
put from the detector is fed to the compiting counter.

The computing counter is Model H.P. 5360A, and the
computing counter programmer is Model H.P. 6376A.
These two units comprise a small computing system with
input/output capability, which is capable of executing
200 program steps with an average execution time of 15 us
per step. It is also capable of accepting input data in BCD
form, reading an externally generated frequency, and per-
forming various external functions by means of TTL-type
signal levels. In addition, six-digit constants are available
in thumbwheel form for use in the program. The pro-
grammer commands the noise source driver which turns
the noise diode on and off.

The programmed controller, Model 601, commands
the computing counter and interfaces with the station

XDS 910 computer, as shown in the figure. The pro-
grammed controller commands the 910 with azimuth and
elevation offset functions, and the 910 drives the antenna
servo in the usual way. The programmed controller is
described in detail in Ref. 4.

ill. Method of Operating the NAR System

The detector correction factor « is first measured and
then set on the thumbwheels as a system coastant for the
duration of the NAR observing period. To determine the
correct value for the correction factor, the a-thumbwheels
are first set to zero, the waveguide switch is switched to
the ambient load, the NAR is run, and the detected out-
put level is set to 1.8 V, with the noise diode on. The
ambient load is connected to the maser input to ensure
a constant system temperature during the measurement
of a. There is the possibility of radio sources passing into
or out of the antenna beam if the maser were connected
to the horn at this time. The IF input level to the detector
is then reduced by 10 dB, and a new system temperature
is computed. If the system temperature at the lower gain
setting is lower than the system temperature at the higher
gain, a greater value for « is required. The correct value
for « is found experimentally by determining that value
of a which produces the same value of T,, for both gain
s~ttings.

The second system constant that must be determined is
the correct value for Ty. When this is found, it is entered
in the second set of thumbwheels and held constant for
the duration of the experiment. With the ambient termi-
nation on the maser input, the system temperature is
given by

T,,,,=T,-+T,,+Tp
where
T, = physical temperature of the ambient termination
measured with a quartz thermometer probe.
Ty = equivalent input noise temrperature of the maser.

Tr = equivalent input noise temperature of the follow-
up receiver.

If the maser is turned on and off, a Y-factor ratio Y,, is
measured. This ratio is given by

y o Tet Tut T
a0 — TP+T['

With a knowledge of Ty and T, and a measurement of

Yo, . can be calculated. The system temperature with
the ambient termination on the maser input is then known.
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The Ty thumbwheel is adjusted until the NAR computes
the correct system temperature. The maser input is then
switched to the antenna, and the NAR computes the sys-
tem temperature on the antenna.

The third thumbwheel constant to be determined is N,
the number of measurements which are averaged to yield
the output system temperature T,,. Since measurement
certainty is given by

AT
3Tays = %
where AT is the measurement resolution as stated above,
a value for N may be chosen that will produce the desired
radiometer resolution. If the antenna is moving in eleva-

tion during the measurement, N should be kept suffi-
ciently small so thar the real change in antenna tempera-
ture does not exceed the desired AT rys.

The noise diode is enclosed in a constant-temperature
(50°C) oven. Repeated measurements over an extended
period of time have shown that the value of Ty varies
approximately +=2% in a 24-h period in S-band systems.
This fluctuation in the value of Ty seems to follow am-
bier.t temperature variations. Recent laboratory work indi-
cates that the coupling factor of the waveguide coupler
used to inject Ty varies as a function of ambient tempera-
ture. Further work is in progress on this problem.

A number of NAR programs are available for various
engineering and radio science applications.
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Fig. 1. Biock diagram of DSS 13 NAR system

JPL TECHNICAL REPORT 32-1326, VOL. XIX



Low-Noise Receivers: Microwave Maser Development

R. Clauss and E. Wiebe
Communications Elements Research Section

Two S-band maser systems with equivalent input noise tempera.ures of -1 K
have been supplied to the Deep Space Network. These masers will be used on v4-m
antennas at Deep Space Stations 14 and 43 to meet special requirements of the
Mariner Venus/Mercury (MVM’73) mission. The masers use a new shortened and
cooled signal input transmission line to reduce noise and are equipped with super-
conducting magnets to provide the best possible stability performance.

l. Introduction

Special requirements for the Mariner Venus,Mercury
mission showed a need for S-band masers with improved
sensitivity and stability characteristics. Two new systems
for DSSs 14 and 43 have been built in response to these
requirements. The maser systems have new shortened and
cooled input transmission lines which reduce the noise
temperature as compared to previous systems. Supercon-
ducting magnets are used to improve maser gain, phase,
and group delay stability. Optimum maser performance
is achieved at 2295 MHz; the maser equivalent input
noise temperature is 2.1 K at 2295 MHz. An overall sys-
tem temperature of 8.3 K was measured during the cvalua-
tion of these new systems,

H. Input Transmission Line

A new signal input transmission line has resulted in a
substantial reduction of maser equivalent input noise tem-
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perature. Previously reported systems (Refs. 1 and 2) were
measured to have maser input noise temperatures of
between 4 and 8 K at the S-band waveguide interface
(2.1 K was contributed by the signal input transmission
line). The new signal input transmission line described
below contributes 0.4 K to the maser noise temperature.
The improvement is achieved by cooling the center con-
ductor of the coaxial line to 4.5 K, by shortening the line
length to 18 cm, and by using a very-low-loss vacuum seal.

The new transmission line, assembled with an S-band
maser and closed-cycle helium refrigerator (CCR), is
shown in Fig. 1. The superconducting magnet, radiation
shields, and the vacuum jacket cover have been remov. ..
Figure 2 is a sketch identifying important features of the
assemnbly.

A fused quartz dome provides part of the vacuum seal.

The quartz dome is attached and sealed to the WR 430
input waveguide with flexible epoxy. An O-ring vacuum



seal is used between the waveguide and the adapter plate.
The waveguide and fused quartz dome assembly can be
replaced without disturbing other input line ceinponents;
it is a field-replaceable assembly.

The coaxial transmission line outer conductor is made
of thinwall (0.25-mm) stainless steel tubing; the inside is
plated with ©.0025-mm copper and 0.0003-mm gold. This
combination gives low microwave loss and adequate ther-
mal isolation. Mechanical support for the transmission
line is obtained by clamping a flange at the room tempera-
ture end of the outer conductor, between the adapter
plate and the WR 430 waveguide. Thermal connections
to the 80-K and 4.5-K CCR stations are made with flexible
copper straps.

The transmission line center conductor contacts the
outer conductor at the 4.5-K SMA connector and at the
support clamp (which is thermally connected to the 4.5-K
CCR station). A vacuum, common to the CCR vacuum
jacket, provides thermal insulation between the coaxial
line center conductor and its surrounding parts (outer con-
ductor and quartz dome). The center conductor is made
of gold-plated, polished copper. Refrigeration capacity
measurements show that the total heat transferred to the
4.5-K CCR station (by radiation to the center conduc-
tor and by conduction through the outer conductor) is
approximately 100 mW. The voltage standing wave ratio
(VSWR) of the transmission line and waveguide assembly
is less than 1.15 to 1 from 2050 to 2650 MHz. Q measure-
ments, insertion loss, and temperature gradient calcula-
tions were used to determine the 0.4-K noise contribution
of this transmission line assembly.

The new transmission line assembly is adaptable to all
S-band maser systems presently used in the DSN. The con-
version requires installation of a superconducting magnet.

11l. Superconducting Magnet

The use of a superconducting magnet, rather than a
large, external permanent magnet, has several advan-
tages: (1) it improves maser gain, signal phase, and group
delay stability (Ref. 3); (2) the overall package weight can
be reduced from 200 to 90 kg; and (3) the size reduction
permits connection of the signal input waveguide in close
proximity to the 4.5-K CCR station. A Block III maser
system (Ref. 1) has been retrofit with a superconducting
magnet and is currently used for two-way tracking on the
64-m antenna at DSS 14. (This maser system does not
have the new input transmission line.)

94

IV. Maser for SMT Cone

The maser currently in use in the S-band megawatt
transmit (SMT) cone at DSS 14 uses the new input trans-
mission line and achieves a noise temperature of 2.1 K at
2295 MHz. The maser comb structure is of the Block III
type, with modified ruby shape (loading) to achieve a
wide tuning range. The maser can provide more than
40 dB net gain at any frequency between 2250 and
2400 MHz. A maximum gain/bandwidth product is ob-
tained when the maser is centered at 2285 MHz. Excess
gain can be traded for bandwidth by use of field stagger-
ing coils within the supcrconducting magnet. A frequency
response flat within 1 dB from 2270 to 2300 MHz is avail-
able at 42 dB net gain.

V. Maser for DSS 43

A second maser with a noise temperature of 2.1 K has
been built for use at DSS 43. A previously built maser
comb structure (Ref. 2) was used to save on system con-
struction time and cost. The maser is not capable of the
large gain ‘bandwidth product achieved by the maser for
the SMT cone. The maser provides an 8-MHz, 1-dB band-
width at 44 dB net gain at 2295 MHz center frequency.
The pump klystron used with the DSS 43 system is iden-
tical to those presently used with Block III maser sys-
tems and does not provide 2388-MHz operation. The low
forward loss of this particular maser is equal to that of
the SMT cone unit, and identical noise performance at
2295 MHz is achieved.

VI. Noise Temperature Measurements

Comparative system temperature measurements of
masers described here have been made. A photograph of
the maser/CCR package for the SMT cone, with horn
and ambient temperature microwave-absorbing material,
is shown in Fig. 3. Precision power measurements with
and without the absorber material over the horn resulted
in a total operating system noise temperature of 8.4 K.
Best estimates of noise contributions for the parts of the
system are given in Table 1. Measurements of the maser
system previously used with the SMT cone showed a total
operating system temperature of 10.7 K. Laboratory mea-
surements using a liquid-helium-cooled waveguide ter-
mination indicated a 4.4-K maser noise temperature for
the older SMT maser (Ref. 2).

Measurements of the maser for DSS 43 gave the lowest
overall noise temperature values. The system was mea-
sured in the same configuration as that planned for in-
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stallation on the 64-m antenna at DSS 43. A calibrating  the use of a better horm than was used in the carlier
coupler and polarizer were included in the waveguide  tests. A total operating system temperature of 8.3 K was
system. The slight loss of these components was offset by ~ measured.
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32-1526, Vol. XI, pp. 71-80, Jet Propulsion Laboratory, Pasadena, Calif., Oct. 15,
1972
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Table 1. Noise contributions for the SMT
maser evaluation system

Part of system Noise contribution, K
Sky (includes atmosphere and cosmic 4.9
background)
Hom and mode generator 12
Maser 2.1
Follow-up receiver 02
Total operating system temperature 8.4
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System Noise Temperature Calibrations of the Research
and Development Systems at DSS 14

M. S. Reid and R. A. Gardner
Communications Elements Research Section

This article reports recent precision system noise temperature measurements
made with the X- and S-band systems as they will be used for the Mariner Venus/
Mercury 1973 (MVM'73) mission. Elevation and azimuth profiles for both the
S-band and X-band systems are also presented. A summary of the zenith system
noise temperature measurements for calendar year 1973 for the diplexed S-band
systems at DSS 14 is described and plotted.

In a previous article (Ref. 1), system temperature mea-
surements were made at D35 {4 of the S-band Megawatt
Transmit (SMT) cone S-bar ' system and the multifre-
quency X- and K-band (MXK) cone X-band system. These
measurements were elevatior profiles with the reflex feed
system both extended and retracted. Since these measure-
ments were rade, certain improvements (Ref. 2) have
been made to the maser in the SMT cone, the effect of
which has been to reduce the SMT system operating noise
temperature. Other impro/ements since previous reports

100

(Ref. 3) have included the taping of the 64-m antenna sur-
face. This article reports recent precision system tempera-
ture measurements made with the X- and the improved
S-band systems, as they will be used for the MVYM™73
mission. The present measurements were made with the
Noise-Adding Radiometer (Ref. 4) and the ambient load
terminations. Verification tests of the ambient load were
made with a microwave absorber over the horn, and volt-
age standing wave ratios of the ambient load and horn
were checked.
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Figure 1 shows elevation profiles for the S- and X-band
systems. The S-band data were obtained with maser serial
number 8052 in the SMT cone and the X-band data
with maser serial 150X2 in the MXK cone. The dichroic
feed system was extended, the atmosphere was clear, and
the antenna azimuth was fixed at 180 deg. The masers
were tuned to 2295 and 8415 MHz, respectively, and the
follow-up receiver contribution was measured as less than
0.1 K in each case.

Table 1 is a sun.mary of the system operating noise tem-
perature performance of the SMT and MXK cones. The
dichroic feed system does not degrade the S-band system
temperature at high elevation angles (above 30 deg). The
S- and X-band system temperature at zenith was mea-
sured as 12.4 and 21.1 K, respectively, with the dichroic
feed system extended.

Figure 2 shows S-band azimuth profiles for three dif-
ferent elevation angles. The azimuth angles were chosen
to correspond approximately to the angles at which the
MVM'73 spacecraft will be tracked. These profiles were

made with the SMT cone system tuned to 2295 MHz urd
the dichroic feed system extended.

Figure 3 shows similar X-band profiles for the same
thiee elevation angles and the same azimuth angles.
These profiles were made with the MXK system tuned to
8415 MHz and the dichroic feed system extended.

Table 2 lists the horizon mask data in tabular form for
reference.

Figure 4 shows a summary of zenith system noise tem-
perature measurements for calendar year 1973 for the
S-band systems at DSS 14. The crosses are the data for
maser serial number 9653 in the polarization diversity
S-band (PDS) cone operating in the diplexed mode. The
circles are the data for the maser in the Module 3 area
operating in the diplexed mode through the " " cone.
All these measurements (most of which e by sta-
tion personnel at DSS 14) were made wi. Y-factor
technique of switching between an amu.o1.. termination
and the horn, but without regard for weather conditions.

»
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Table 1. Summary of system operating noise temperature
performance of SMT and MXK cones

Dichroic feed system Dichroic teed system
Elevation extended retracted

aalgle. SMT cone MXKcone SMT cone MXK;ne—
eg 2295]?4 Hz, 84 1521 Hz, 2295KMHZ, 84 1512\4 Hz,

88 12.4 21.1 124 19.5
60 12.9 218 129 21.2
30 16.3 25.7 18.3 25.1

Table 2. Horizon masks at S- and X-band for three
eievation angles

Elwaltion Elevaltion Eleva;ion
: angle angle angle
Azituth 6 deg 10 deg 15 deg

deg SMT, MXK, SMT, MXK, SMT, MXK,
K K K K X K

105 30.9 47.0 24.7 387 20.9 33.6
115 310 488 24.7 38.5 21.2 33.8
125 314 474 250 390 21.0 33.9
135 32.1 48.8 25.4 39.6 21.2 33.9
145 33.1 50.1 26 0 39.9 21.5 347
155 34.4 518 26.2 408 216 352
165 33.7 51.0 26.2 40.2 21.8 352
175 333 50.9 3.1 10.7 21.6 34.9
180 33.1 50.5 26.1 40.7 216 35.1
185 328 500 258 40.5 214 34.9
195 324  49.2 2568 399 214 349
205 32.2 484 255 395 213 348
215 32.1 48.2 25.4 39.5 213 347
225 32.1 48.8 256  39.7 213 347
235 324 49.6 256 402 21.4 A7
245 32.3 49.0 256 399 21.3 34.6
255 323 490 256 398 21.3 34.8
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The Design and Performance of a Programmed Controller

0. B. Parham
Communications Elements Research Section

A programmed controller has been designed for operation with a Noise Adding
Radiometer (NAR) for the automatic control of certain tracking station functions
These functions include the operation of the NAR, the operation of wereguide
switches, and the control of the pointing of the 26-m antenna. This article describes
the design and operation of the programmed controller.

The Model 601 programmed controller was designed for
the automatic control of certain tracking station functions,
includng the operation of the NAR (Ref. 1), the operation
of waveguide switches, and the control of the pointing of
the 26-m antenna. The controller provides sixteen timed
contact closures. The contact closures and timing are pro-
grammed by eight-level USASCII punched paper tape.

The controller consists of four functional sections: tape
reader, timer, relay register, and control (Fig. 1).

The tape reader is a low-cost photoelectric unit with
stepper motor drive that reads the program tape at
100 cps.

The timer section is a three-digit, double buffered, pre-
scttablc down counter that 1s programmed by the time
field of the instruction. When ~ 2set to the programmed
time and started, it decremem. .t 2 rate of 10 Hz until it
equals zero. The maximum programmable time interval
is 99.9 s and the 1zinimum is 0 s.
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The relay register is also double buffered, and provides
the outputs in the form of isolated contact closures. It is
programmed by the pattern field of the instruction in the
form of A 1 for a closed contact and A 0 for an open
contact.

The control section instructs the tape reader when to
read, and controls the flow of data to the timer and relay
register ir.put buffers. It recognizes E, P, §, and T as con-
trol characters, and the digits 0-9 as data characters. All
other characters are ignored and not loaded. Additionally,
all characters including control and data within paren-
theses are ignored. This allows the program tape, without
affecting its operation, to contain a title, statement num-
bers, or any other comments that may assist an operator
‘when the tape is 1 '1nched or listed on a teletype.

The 3 character is a multi-purpose control character. If
the front panel halt switch is in the enable position, the
tape reader will stop when an S is read. When the front
panel reset switch is closed, the tape advances, ignoring



all instructions, and halts on the next S character. At this
point, the program may be started by closing the front
panel start switch. Additionally, an alarm, that can be
enabled by front panel control, is provided to signal an
operator that the tape is stop,..d on a halt. With one S
character located at the beginning of a program tape,
these functions allow an operator to load a program tape
at any position in the program, initialize the program
tape to the beginning, and execute the program continu-
ously, or once and halt.

The contents of the timer and the relay register are
displayed on the front panel for operation verification. An
additional front panel control, the mode switch, is pro-
vided to allow program checking. Each time it is closed
in the step position, an instruction is read and displayed.

In normal operation, with the mode switch in the run
position, as an instruction is read, the characters follow-
ing a P character are loaded one at a time into the right
end of the relay register input buffer. As each new char-
acter is read in, the previously loaded characters are
shifted left one place. This process continues until a T or
E character is read. The characters following a T are
loaded into the timer input buffer in the same fashion as
the relay register was loaded. Again this action continues
until a P or E character is read.

When an E is read, this indicates the end of the instruc-
tion. First, the contents of the timer input buffer are
loaded into the timer and, at the same time, the relays

are set; then. a few microseconds later, the timer is started
and both input buffers are cleared.

The tape reader continues, reading the next instruction
until another T is read. At this point, the timer is tested.
If the timer has reached zero, the rest of the instruction is
read and executed, and the following instruction is read.
If the timer has not reached zero when the T character is
read, the tape reader stops and waits. When the timer
reaches zero, the tape reader restarts and finishes reading
the instruction.

The program tape is normally in the form of an endless
loop. The instruction format is flexible in that the time
and pattern fields may be interchanged, and the data in
each field are right-justified as they are read. The omis-
sion of unnecessary zeros allows the instructions to be
compact. Table 1 shows some examples of various pro-
gram instructions.

Figures 2 and 3 are phc' -graphs of the standard rack-
mounted Model 601 programmed controller.

A Model €07 cogrammed contioller is currently being
used at DSS 15 .0 control the operation of an NAR, the
operation of waveguide switches, and the pointing of the
computer-driven 26-m antenna. Programs for the configu-
ration include bore-sighting, on-source/off-source track-
ing, radio source drift curve generation, and radiometer
calibration. This has been described in an accompanying
article (Ref. 2).
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Table 1. Examples of program instructions

Fxample Instruction

PI1111T37.5E Close contacts 1, 2, 3, and 4
for 37.5 s. The decimal point
in the time field is ignored
by the controller and is
inserted only for clarity.

P0O00000000000111 1 TI7TSE Functionally equivalent to
example 1.

T375P1111E Also equivalent to example 1.

PI1T5E Close contact 1 for 0.5s.

TE Open all contacts and con-
tinue to the next instruction.

P110T5331E Close contacts 2 and C for

33.1 s. The 5 was punched in
error and will be ignored.
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iagram of the programmed conbrolier
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Radio Frequency Performance of DSS 14 64-m
Antenna at 3.56- and 1.96-cm Wavelengths

A. J. Freiley
Communications Elements Research Section

During February and March 1973, the DSS 14 61-m antenna was fitted with
major structural braces, and other structural modific ations were made to improve
low angle elevation system gain performance at centimeter wavelengths. The new
system performance, as defined by the radiometric measurements of May 1973, is
compared to the previous performance, with respect to system efficienvy, sub-
reflector focus, and equivalent radio frequency (RF) surface tolerance. The
evaluation shows that the predicted effect of the structural braces has been
achieved; however, either the main reflector or subreflector surface tolerance, or
both, have been degraded. The degradation is well defined at X- and Ku-band
frequencies; at S-band the effect is nearly negligible.

l. Introduction

The radio frequency (RF) performance of the DSS 14
64-m antenna was measured to evaluate the effectiveness
of the antenna modifications undertaken during February-
March 1973. These modifications consisted of the instal-
lation of major structural braces and other modifications
to the structure for noise abatement (Refs. 1, 2). To
obtain the total antenna performance, radiometer mea-
surements of selected radio sources were undertaken at
X- and Ku-bands prior to and after the modifications.
These radiv sources were selected to eliminate the un-
certainty associated with less accurately known sources
and to maintain consistency with previous measurements.
The results show a pronounced change in the antenna RF

110

performance, most likely attributable to a change in
antenna surface tolerance.

tl. Antenna Modifications

Three major activities occurred during February-
March 1973: The first was the installation of the structural
braces (Refs. 1, 2) to improve the RF surface tolerance at
elevation angles between 6 and 45 deg. Another activity
was the resetting of the main reflector panels after the
installation of the structural braces. The third activity was
the welding of the panels of the subreflector to reduce the
noise associated with diplexed high-power microwave
transmission.
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I1l. Radio Sources

The performance chacacteristics were measured using
two systems: (1) the X-band sy stem at 8.415 GHz (3.56 cm)
and (2) the Ku-band system at 13.3 GHz (1.96 cm). The
radiometer measurements were made of 3C123 and
Saturn at X-band and Ku-band, respectively. Noise
adding radiomcters were vsed at each frequency. Table 1
describes the source characteristics used.

V. Radiometer Technique

The radiometer technique used consists of three parts:
The first is the boresighting of the antenna about the
half-power points of the beam. Care was taken lu Licure
both speed and accuracy of the boresights. At these
frequencies, the axial focus of the system is importart.
Therefore, before cach set of data was taken, the antenna
was focused in the axial direction. To accomplish this,
the analog output of the total power noise adding radi-
ometer (NAR) was displayed on a chart recorder. While
the antenna beam was on source, the subreflector was
slewed from the out position to the in position and back
again to determine the optimum indicated position. The
third portion of the radiometer technique consists of the
on-off source operating system temperature measure-
ments. From two off source and one on source measure-
ments, the off source operating system temperature and
the source temperature can be determined for a particular
clevation angle. By knowing the flux density of the
observed source, one can calculate the antenna efficiency.

V. Radiometer Data

The base performance of the antenna system is defined
by measurements made in January 1972 at Ku-band and
in January 1973 at X-band. The antenna system perfor-
mance as determined by the May 1973 measurements is
directly comparable. The same sources were observed
with the same systems.

The antenna axial focus is an elevation angle dependent
function. The fitted curves representing the optimum posi-
tion for the January X- and Ku-band systems agree very
well (Figs. 1, 2). The agrcement is within approximately
25 mm indicated control room position. The fitted
curves representing the optimum position for the May X-
and Ku-band systems also agree very well—within
approximately 5 mm indicated control room positions.
Significant differences occur between the January and
the May data. The February-March 1973 modifications
have caused the focal length change of the system to be-
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come greater as the antenna is moved in elevation. There-
fore, the axial focus of the antenna has become more
critical for all users.

The off source operating system temperature for clear
weather was not affected by the antenna modifications
(Fig. 3). The Ku-band operating system temperature is
25 K at zenith, and the X-band operating system tempe .-
ture is 23 K at zenith, which includes 1.5 K at zenith
contributed by the dichroic feed, used during both data
periods at 3 vand (Ref. 3).

The intent of the structural braces was to improve the
RF surfac *olerance at elevation angles between 6 and
45 deg, v ch would also improve the RF system effi-
ciency between those angles. The system efficiencies as
derived from Table 1 and the radio metric measurements
are presented in Figs. 4 and 5. The system efficiencies in
the figures are as would be observed in spacecraft and
radio science missions; the efficiencies have not been
corrected for the atmospheric loss effects (I.,) nor the wave-
guide loss effects (L,.) but have been corrected for the
effect of sorrce size. The results following the structure
modifications are lower than expected. The modifications
have, in fact, generally decreased the system efliciency, as
summarized in Table 2. As shown in Figs. 4 and 5, the
modifications have decreased the peak system efficien-
cies but have improved the change in system cfficiency
as a function of elevation angle, as was predicted (Ref. 1).
The net result is that the peak system efficiency is lower
but the system efficiency at 10 deg elevation is about the
same as before.

The desirable effect of decreasing the change of system
cfficiency from the peak was offset by a decrease in the
peak system efficiency. To determine a possible cause for
the effects seen, one should examine the RF surface
tolerance. By assuming a flat-Earth atmospheric loss ap-
proximation and using the information given in Table 3
for the calculated system efficiency for 100% efficient
reflecting surfaces, and by measuring the actual system
efficiency, it is possible to determine the loss due to the
surface telerance. This loss has been converted to an
equivalent RMS surface tolerance by the method of Ruze
(Ref. 4) and is represented for all cases in Figs. 6 and 7.
The RMS surface tolerance of the antenna before the
February-March modifications was 1.15 mm at 45 deg
elevation, which increased to approximately 1.65 mm at
15 deg clevation. After the modifications, the RMS sur-
face tolerance is approximately 1.46 mm, which increases
to 1.62 mm at 15 deg elevation.
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VI. Conclusions

The modifications to the DSS 16 64-m antenna accom-
plished during February-March 1973 have been evaluated
at X- and Ku-bands using radiometer techniques. The
peak system efficiency at 45 deg elevation angle has
decreased at both bands, but the change in system
efficiency with elevation angle has been improved.

The conclusions reached are that (1) the structural
braces have decreased the effect of the RMS surface toler-
ance change with elevation angle, and (2) the combination
of the main reflector reset and the welding of the sub-
reflector has increased the overall RMS surface tolerance.
Another way of stating this is to say that the dynamic

distortions (elevation angle dependent gravity induced
deformations to the main reflector backup structure) have
been improved; the static distortion component (elevation
angle independent settir.g precision of either one or both
reflector panels) has been degraded. The reason for the
increased axial focus sensitivity as a function of elevation
angle is not understood.

The peak system efficiency at 45 deg elevation angle
has been reduced 0.5 dB at X-band and 1.6 d5 at Ku-band.
Using the surface tolerance values obtained from these
short-wavelength observations, a predicted change of
0.04 dB at S-band at 45 deg elevation angle is obtained.
This loss is reduced at lower elevation angles.
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Table 1. Radio sources

S Source size, S ] Antenna half-power Antenna
ource S or Ty arcsec ource structure beamwidth, arcsec polarization
3C123 94 FU Two point Close double 137 RCP
@ 8.415 GHz sources® Sept. 13, arcsec

Saturn 145 K Planet 76 RCP
@ 15.3 GHz (disk)

Jan 72 20 X 18

May 73 17X 15

Source size correction factor (¢,) = 1.003.

Table 2. 64-m system. efficiency summary

S Jan 1973, May 1973
ystem 45-deg elevation 45-deg elevation
X-band 51.3% 46.1%
Ku-band 35.1%* 24.1%
*January 1972 data.
Table 3. Antenna constants
Constant X-band Ku-band
Feed and blockage 0.6196 0.6411
efficiency n,
(Ref. 4)
Waveguide loss 0.14 0.10
L, dB
Atmospheric 0.037 0.047
attenuation L, at
zenith, dB
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Optimal Station Location for Two-Station Tracking

E. R. Rodemich
Communications Systems Research Section

A problem related to the optimal placement of three tracking stations for pur-
poses of two-station tracking is formulated and solved.

{. Introduction

It is knowr (and easy to see) that three tracking an-
tennas, however they are placed on the globe, cannot
provide total coverage of the celestial sphere. However.
since most interesting deep-space ienomena (spacecraft
and natural astronomical objects) have small declinations,
this fact is of little practical importance. For example, the
DSN’s 64-m antennas cannot “see” c.rtain points on the
celestial sphere at declinations of 28 deg or so.

Of course there is typically much overlap in the cover-
age of the celestial sphere provided by three stations, and
this overlap can be used to good advantag: since simul-
taneous two-station tracking is possible in these doubly-
covered regions. Two-station tracking is useful for a
variety of reasons. For example, since the diurnal doppler
amplitude is proportional to the cosine of the declination,
accurate determination of spacec-aft declination using
doppler is quite difficult at declinations near zero. Two-
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station tracking ran however be used for accurate goni-
ometry at all declinations. Also, accurate tracking of
coustantly accelerating spacecraft could best be done with
two stations. Finally, important astronomical knowledge
can be gained from interferometric data.

Thus it ic desirabie to have as much of the celestial
sphere as possible doubly covered. It is easy to see, how-
ever, that if no point on the celestial sphere is visible from
all three stations simuitaneously, the total area that is
doubly covered is always the same. We therefore arrive
at the question answered in this article: What is the maxi-
mum overlap possible botween the coversges of the celes-
tial sphere provided by two of the antcnnas, given that all
three cover all celestial declinations that are less than a
fixed amount?

More precisely, let us ussume that the three antennas

each cover a circular cap of angular radius 8 on the celes-
tial sphere, and that it is required that the three ¢ cular
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caps cover all ubjects with declinations in the range
[ —«, a]. Then we v-ish to maximize the region of intersec-
tion of two of the caps. Surprisingly, the optimal configu-
ration does 1wt always have all three stations centered on
the equator.

In the case of the 64-m net, 8 = 84° and « is about 28°.
It will turn out that there is a configuration of three
a = 84° circular ¢ -ps covering the band of declinations
between +78° with two of the stations separated by only
27° on the globe. (This configuration has all three stations
on the equator.) However, the closest pair of stations on
the 64-m net (Goldstone and Madrid) are separated by
82°. Thus as far as two-station tracking is concerned, the
64-m net is far from optimally arranged.

il. Solution to the Problem

Three spherical caps of anguler radivs 8(0 < 8 < = /2)
are to cover the band on the sphere with latitudes
between —a and a (0= 1 < =/2). We want to maximize
the area of the region of inter ~ction of two of the caps.

Denote iatitude on the sphere by 8, and let ¢ measure
longitude west from some reference point. Let the cap C;
have center at (3;, ¢;). Since each cap covers less than
half ‘he equator, following the equator around we see
the caps in a cyclic order C,, C,, and C; such that
0 < ¢; — ¢;.: (mod 27) < =. It can be shown that the
caps cover the whole band in the same order that they
cover the equator: if C; intersects the band in the region
S;, then the band is the union of six disjoint regions
$,-5.-8,8nS,8,-5,-8,8.NnS8,,$,—S5, - 8.,
and S, N S,, each of which extends across the band.

C, contains the points (3, ¢) that satisfy the inequality
cos 8;cos 8 cos (¢ — ¢;) + sin §; sin 8§ = cos B
The boundary of C; intersects the boundaries of the band

in four points A}, A}, B}, and B;, with coordinates

cos B sin8;sina !
cos §; cos a !

Aj: 8 = *a, ¢ =¢; + cos

(1)
cos B = sind;sina

B::8 = +a,¢ =¢; — cos™-
] b =& 08 8, cos a

@
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We have a covering if A} and Ajare in C,.,, and B} and B,
areinC;_,.

Our problem is to maximize the area of C. N C.. This is

equivalent to maximizing the cosine of the angle between
the centers cf C, and C., which is

cos f,» = cos 8, cos 8. cus (P, — ¢.) +sind,sins.  (2)
There is an extremal covering for this problem, if « and g
are such that some coverings exist. Hence it is sufficient

to consider only those coverings for which there is no obvi-
ous variation that increases cos6,..

If we move each cap C, to a position centered on the
equator at (0, ¢;), we preserve the covering ot the band.
For, if we denote the points A}, etc., in the new poesition
by bars, A} and B; are diametrically opposite on the cap,
bence
cos* acos [¢ (&) — 4 (B))] — sin‘a =

cos 28 = cos* a cos[¢ (A}) — ¢ (B;)] — sin*a (3)
and

¢ (47) — ¢ (B;)=¢(4;) — ¢ (B;)

By symmetry, this is equivalent to
=1
¢~ ¢(B)=5[9,~ ¢(B;) + ¢, — ¢(B))]
Similarly
— 1
¢ (A;_‘) - ¢}-1EE [¢ (A;q) - ¢j-1 + ¢ (A;-l) - ¢i-1]

If -ve started with a covering of the band, C; and C;,
meet on each boundary of the band, which makes

¢~ ¢(B}) +¢(A5,) — ¢ =9, - ¢y
Hence adding the preceding inequalities, we get
RAHEXTCIAEERESIESOR

«.7r . 4tf,and C,., overlap on each boundary of the

proves the assertion, that the new configura-
to.. v ¢rs the band. By Eq. (3),

6 (&) — ¢ (B)) = 20081 2L

COs a
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The upper boundary of the band can be covered by three
arcs with this change in longitude only if

S :
2005—100 B égl
COs a 3

or

1
cos B = cosa 4)

This is a necessary and sufficient condition for the exis-
tence of coverings.

One way to increase cos 8,. is to move the center of C,
directly toward the center of C.. The covering is pre-
served unless A® or A; goes out of C,. Hence, for an ex-
tremal covering, one of these points must lie on the bound-
ary of C,, so that A; = B! or A; = B;. Similarly, B; = A;
or B; = A;.

By reflecting across the equator, we can make A; = B;.
Suppose first that the only other one of these relations that
holds is B:; = A;. Move the center of C, along the great
circle equidistant from A} and B;. There is a nearby posi-
tion where A: and B; fall inside C,, unless the center of
C, is on the great circle arc from A; to B;. Then, A3 and B;
are at the ends of a diameter of C,, so 8; = 0. Since A; and
B; are inside C,, 8, > 0 and 8. < 0. If we go to the cover-
ing with centers on the equator at (0,¢,) as descrihed
above, then by Eq. (3), cos 4,. is increased. Hence we are
not at an extremal covering.

This shows that we need only consider coverings with
A; = B; and B; = A;. Since B! and A} are in C,.

81§ —83, Sgéqu (5)

Now we prove a lenuna.

LemMMa. A covering with 8; < 0, A; = B;, B; = A; and
8, > —8; cannot be extremal unless A; = B; and 8, = 3..

Proof: First suppose A; 5= B;. Then C, can be rotated
about A; in either direction without destroying the cover-
ing. If the covering is extremal, cos §,, is at a stationary
point under this rotation, which implies that the center of
C, lies on the great circle theaugh A- | nd the center of C..

If 8. > —38;, we find likewise that this circle go .
throngh B;. By symmetry, 8, = 8, and ¢, — ¢. = ¢, — &,
Then by Eq. (3),

c0s §,; = cos? 8, cos [27 — 2 (¢, — )] + sin? 8,
= 1 - 2 [COS 818iD(¢1 - ¢3)]2
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If we vary 8, and §., keeping 8, = §. and the hypotheses
of the lemma, cos 8, sin (¢, — ¢,), which is the distance of
the center of C, from the vertical plane through the center
of the sphere and the center of C., has a relative maxi-
mum for the given configuration. Hence cos 4,. is at a rela-
tive minimum, and can be increased by varying $§, in
either direction.

For 8, = —3$,, B = A%, and we can only rotate C, up-
wards about B;. If this does not increase cos 6,., the great
circle through the centers of C, and C. must pass above
B;. Let the highest point on this circle have longitude ¢.,
and let it cross § = —a at ¢, after passing through the
center of C.. Then we have ¢; — ¢, = ¢, — ¢ (A;). Since
8> 8y, |¢1 —¢u]| <o ¢, and 50 ¢ — . < ¢, — 6 (47).
Also, 8, > 5. implies ¢ (B;) ~ ¢. > ¢1 — ¢ (4;), hence
és — ¢. < (B;) — ¢.. But this makes the circle pass below
B;; a contradiction.

Now we know that A; = B;. The circle 8 = —a is parti-
tioned by C,, C,, and C; into three parts. On each part,
the variation in ¢ can be found from Ey. (1). Since the
total variation is 2=, we get

(3(A]) — ¢)) +($(A3) — ) + (¢ (A7) — @) ==

or

cos B + sin g, sina N
€08 8, COs a ‘

A cos B + sind, sina
Cc0s 8. cos a

COs”

,cos B + sind.sina

+ cos-
€08 8, COS «

(6)

Then ¢, — ¢. = ¢ (A]) — 1 + ¢ (A}) — =7 — (¢ (A7) — ¢,),
which is fixed when we vary §, and 3. subject to Eqs. (5)
and (6). Differentiating Eq. (6), we get

sina + sin$, cos B

d3;  sina +sind, cosfB 8
cos?d, V1 — g

ds, cos*8,V1-—-v:

<0

{7
where u; = (cos 8 + sin §; sin a)/(cos 8; cos «). Hence the
range of 8, satisfying Eqgs. (5) and (6) is an interval with
8: > 8, = |8, at one end, 8, > 8, = |8;] at the other end.
Differentiate Eq. (2) with respect to §,:

dcosf,,
ds,

ds.
[ —cos 8, sin 8, cos (¢, — ¢,) + sin &, cos 3.] -d—s—

— sin 8, cos 8, cos (¢, — ¢,) + cos 8,sin 8,
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By using Eq. (7) and the relation

cos (¢ — ¢.) = cos [(¢ (A7) — ¢:) + (¢ (A3) — ¢2)]
=uu,—\V1—-u V1 —ul

this can be reduced to

dcosd,.

I {positive quantity) * (sin 3. — sin 8,)

It follows that cos6,. has a maximum at 8, = §., which
proves the lemma.

Now we continue with considering all coverings for
which A; = B; and B; = A. There are essentially three
classes:

class (I):
class (II):
class (II1): A; = B;and B; = 4;

A; and B; interior to C.,

A: = B:, B; interiorto C,

For a covering in class (I), the center of C; may be
moved along its meridian to bring A; and B; inside C,,
unless the center is already at the closest point to A; and
B;. Then A; and B; are at the ends of a diameter of C,
which occurs for

8, = —sin? (sin a/cos B) (8)

The hypotheses of the lemma are satisfied, so A; = B; and
5. = 8,. Equation (6) becomes

_, cos B + sind, sina
cos 8, cus a

,cosB +sind;sine
c0s §; COs a

2 cos ©os”
Transpose the last term on the left and take the cosine of

each side. By the use of some trigonometric formulas, the
result is

cos B + sind,sina
cos §.Cosa

2(cosﬁ 4+ sin 8, sina)2 4 -1 ©)

95 8, COS o
From Ec, (2),

cos B + sind;sina
cos §; cos a

cosf,, = sin* 8, — cos® §, (10)

This gives a possible extremal covering.
For a covering in class (II), the center of C, can be

varied along the great circle equidistant from A; and B;,
If 8, > 0, varying in the direction of decreasing latitude
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brings all the points A;, B}, and B; inside C;. Hence §, < 0.
If 8, =0, §.=0 and 8, > 0. Then moving the center of
C, to (0, ¢,) gives a covering for which cos 6,. is larger. If
3:<C0, 8 >8.= —35,. The lemma applies, and gives a
contradiction. Hence there are no extremal coverings in
class (II).

For a covering in class (IIl), 8§, = §, = —8.. We can
reflect the covering in the equator to make §,=0. Then
we have a covering if C, and C. overlap on the lower
boundary of the band. The condition for this is

,€os B+ sind, sina
- “+ o8

,cos B sind;sina =
€0s §, cos a

2 cos
Cos 8; cos a

(11)

The left side of Eq. (11) is a decreasing function of §, =0,
so we have an interval 0 =< §, = §,, to consider, where
equality occurs in Eq. (11) at § = §,..

Put
u = (cos B8 + sin §, sin a).(cos 8, cOs a)

v = (cos B — sin g, sin a)/{cos §, cos )
and
Y=~ ¢
= (¢ — ¢ (B) + (¢(43) — ¢1)

= costu + cos'y
By symmetry, ¢. — ¢, + 2y = 2=, and

cos #,, = cos® §, cos (2x — 2y) + sin §,

=1— 2co0s?8,sin’y

R= (1~ cosf,)/2

I

cos” §, sin*y
=cos?8, [uV1—0v +oVI—u)? (12)
Eliminating radicals,
[R + cos? 8, (2u*v? — u® — ©*)]® = 4u°v? cos* 8,
X (1~ u?) (1 — v?)
(13)

In the range of 8, of interest, u* and o? are less than 1,
and Eq, (13) has real roots for R. The right side of Eq. (13)
becomes negative when we pass 8, = 8 — a, where u be-
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comes greater than 1. Those points (3, R) with 0=<3§, <
B8 — a, which satisfy Eq. (13), form one connected curve
in the §,R plane. If we multiply Eq. (13) by cos* « cos? §,,
it can be put in the form
cos* a cos? 8,R* + 4R [(cos® B — sin*a + sin®acos® §,)
— cos® e cos® 8, (cos® 8 + sin*a
— sin®a cos?$,)] + 16 cos® Bsin*a

X (cos* 8, — cos*8,) =0 (14)

where the left side is a quadratic function of cos®3..

The points of the 3,R plane with 0 < 3, = g — « which
satisfy Eq. (14) lie on a curve with its end points on §, =0,
at R =0 and R = R, = 4 cos® 8(cos®a — cos? 8)/cos* a.
Since Eq. (14) is quadratic in cos? 3,, each value of R
can correspond to at most two values of 8,. This implies
that the curve passes through 0 < R < R, just once,
monotonically.

An extremal covering minimizes R. R, is the value for
a cuvering with 8, = 0. Since there is no local minimum
on (0, R,), only 8, = 0 or 3, = 8,, can give extremal
coverings.

This gives the following three coverings to consider:

(1) 8|=82=83=0. Hel’e 0059‘g= 1‘2R0=
1 — 8 cos? B(cos? « — cos? B)/cos* «

(2) 8, = 8, = —8, > 0. We need equality in Eq. (11).

Then Eq. (9) applies with 8, = —8,,0or2u* + 0 = 1.
Then from Eq. (12),

008012 = l - 2005'8, (l - u’)
cos §;. = 1 — 2c0s?8,
+ 2(cos B + sin §, sin a)*/cos? a (15)
The condition of Eq. (9) is

2 (cos B + sin 8, sin a)*
+ c0s 8, cosa(cos B — sin 3, sina) = cos? 8, cos®
(16)
We also have the covering found in class (I):

(3) 83 = '_Sin-l (sin a/cos ﬁ), 81 = 83 > —'8,1- Hm 81
satisfies Eq. (9) and cos 4,, is given by Eq. (10).
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For any «, 8, the optimal covering mu : be one or' these
three. The covering (2) is better than (1) if

_4cos’ B(cos*a — us*f)
A= cos'a

— €0s* §,

+ (cos B + sin 8, sina)*
cos’

>0

where 8, satisfies Eq. (16). Equation (16) loads to a 4th-
degree equation in sin 8,. If we eliminate sin3, between
this equation, and the equation A = 0, we get a relation
between « and 8 that holds on the curve separating the
regions where (1) or (2) is better. This equation has the
following parametric solution:

9 — 6x* + x
Y= 100 —13c r8c—1
t=x(y—1) (17
sina = V't
cosB = cosa\ t/y

The curve is generated by 3<=x=<3 + \8.

When the covering (3) exists, sin a = cos 8, which
already implies that (2) is better than (I). Hence the
region of ‘a, 8) for which (3) is extremal lies in the region
where (2) is better than (1). Whenever '3) exists, the value
of 8, for (2) is greater than sin? (sin a/cos 8). This implies
that (2) is not extremal, for varying 8, toward 0 in (2)
brings the points B;, A3 inside C,. Hence (3) is extremal
when it exists, and the boundary of the region of (a, 8) for
which this occurs is the curve on which Eq. (15) is satisfied
by 8, = sin"? (sin ¢,'cos 8), or

2(cos® B + sin* a)? + cos a(cos® B ~ sin®a)?/* =
c0s® a (cos? B — sin? a)

Rationalizing, we get a 4th-degree equation for cos®* g in
terms of o. This equation has the parametric so’ation

_ (1—%)(3x+5)
Y= 26 +52° + 42x + 8

(-2 Vor ¥ 1 19

et 500 T x5 8 0  0=r=l (18)
sine = Y xy )
cosB=Vy

In Fig. 1, the region cos 8= 1/2 cos « is shown, divided
into the regions where each configuration is optimal.
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Bandwidth Selection for Block IV SDA

R. B. Crow
R.F. Systems Development Section

A review of the bandwidth selection for the Block 111 Subcarrier Demodulator
Assembly (SDA) is given, along with the design philosophy as implemented in the

engineering model of the Block IV SDA.

Historically, the Block III SDA bandwidths were
chosen for a number of reasons. The wl, = 0.03 Hz loop
bandwidth was the narrowest loop that could be effi-
ciently obtained in terms of hardware stability, cost, and
acquisition time, while the 1.5-Hz loop bandwidth was
compatible with the Block III receiver wl, = 152 Hz and
was required for high-acceleration tracking at launch. The
wl, = 0.375 Hz loop bandwidth was a compromise in an
effort to retain reasonable noise performance in the pres-
ence of dynamic signal input (i.e., doppler rate).

During the past 6 years, mission requirements have
undergone considerable change, and S-band doppler rates
as high as 180 Hz s can be expected in close flybys of the
larger planets (e.g., Pioneer 1.3-radius, Jupiter flyby).
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The basic philosophy regarding bandwidth selection
for the Block IV SDA requires

(1) A narrow bandwidth (wl, = 0.03 Hz), so that no
penalty is suffered in using the Block IV SDA at
low symbol rates.

(2) A wide bandwidth that is as narrow as possible
while still maintaining sufficient gain (at design
point) to handle the maximum doppler rate at the
highest subcarrier frequency.

(3) An adaptive gain control that can be raised quickly
to improve the loop acquisition characteristic but
lowered slowly at a rate depending on which band-
width is being used, thus offering a convenient
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means of increasing the loop gain (i.e,, bandwidth),
which can be smoothly reduced (to reduce the
phase transient due to loop gain change).

(4) A loop gain increase of 10:1 to give a reasonable
increase in tracking acquisition performance with-
out increasing the loop jitter beyond usable limits.
(At design point, the narrow-bandwidth loop has a
jitter of 4 deg RMS, while the narrow-acquisition-
bandwidth loop will have 11 deg RMS phase jitter.)

Figure 1 is a plot of loop bandwidth vs. input sideband
signal-to-noise energy ratio per bit (ST., 'N.,) for both the
Block I11 and IV SDAs. It can be noted that a more adap-
tive bandwidth is available in the Block IV design because
of a different IF bandwidth and a different ratio of input

limit level, virtual input signal (i.e., v) (Ref. 1). It is also
apparent that the narrow bandwidth is approximately the
same for Blocks 11l and IV up to ST,,/N, ~ +10 8,
while the Block I11 medium bandwidth is approximately
the same as the Block IV wide bandwidth.

From Fig. 1 and Tables 1 and 2. it is apparent that many
missions previously handled by the Block I medium
bandwidth can now be handled by the Block IV narrow-
bandwidth loop (because of increased gain).

All other missions requiring high doppler rate tracking
can use the Block IV wide bandwidth (with little increase
in noise degradation compared to the Block III medium
and with large improvement in rate tracking error).

Reference

1. Brockman, M. H., “An Efficient and Versatile Telemetry Subcarrier Demodu-
“ator Technique for Deep Space Telecommunications,” Paper No. A-1, 2, Fourth
Hawaii International Conference on System Science, Jan. 1971, University of

Hawaii, Honolulu, Hawaii.
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Table 1. Gain comparison between Block Il and [V SDAs

at design point
Design point loop gain, 5!

Loop bandwidth

w Block 111 Biock IV
Narrow 10 56.8
Narrow-acquisition 10 568
Medium 250 -
Wide 500 59,700
Wide-acquisition - 597,000

Table 2. Gain comparison between Block 11l and IV SDAs

at ST, /N, = +25 dB

Loop gain at 8Tsy/No = +25dB, st

Loop bandwidth Block 111 Block IV
Narrow 23 2,756
Narrow-acquisition - 27,560
Medium 2,675 -

Wide 2,549 329,544
Wide-acquisition - 3,295,440
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Framé Synchronization Performance Analysis
for MVM'73 Uncoded Telemetry Modes

B. K. Levitt
Communications Systems Research Section

This paper describes a practical frame synchronization (sync) acquisition and
maintenance algorithm based on the Hamming distance met-., which is a gen-
eralization of the scheme developed for the 1973 Mariner mission to Venus and
Mercury (MVM’73). For the special case of uncoded phase-shift-keyed data re-
ceived over the binary symmetric channel, formulas are derived for computing an
upper bound on the probability of false sync acquisition, the mean time to sync
acquisition, and the mean time to the subsequent loss of sync, as a function of the
bit error rate, frame length, sync word length, and algorithm parameters. These
formulas are directly applicable to the uncoded MVM'73 telemetry modes, and a
numerical example relating to the 117.6 kilobits/s real time TV mode is included.

l. Introduction

The problem of establishing frame synchronization
(sync) usually involves the identification of received sync
words periodically interspersed with random data (Ref. 1).
For uncoded binary signals received over the additive
white Gaussian noise channel, the frame sync words are
often located by finding segments of the received data
that are highly correlated with the transmitted sync word
(Ref. 2). Massey (Ref. 3) has in fact shown that the opti-
mum sync¢ word search requires the addition of a correc-
tion term to this correlation rule. If hard decisions are
made on the received data prior to the acquisition of
frame synchromzation, the problem is reduced to detect-
ing the sync words in uncoded data received over the
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binary symmetric channel: in this case, the optimum
frame sync decision is based on the Hamming distance
metric.

This article examines the performance of a practical
frame sync acquisition and maintenance algorithm for
uncoded phase-shift-keyed (PSK) data received over the
binary symmetric channel. Because the detected PSK data
necessarily have a binary phase ambiguity that cannot be
resolved until frame sync is established, the algorithm
bases its sync decision on a modified Hamming distance
rule. Instead of making a hard sync decision over a single
frame of received data, the algorithm scans the detected
bit stream, searching for a sequence whose Hamming dis-
tance from the sync word satisfies a threshold test. When
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the bit error rate is high and the threshold is stringent, the
reliability of the sync decision is improved at the expense
of delaying that decision for several frames. For addi-
tional reliability, a hard sync decision is made only when
two received sequences one frame apart both satisfy the
threshold test.

The frame sync algorithm described herein is not excep-
tionally innovative, and variations on the same approach
have been used on past Mariner missions. It is in fact a
two-threshold generalization of the particular acquisition
and maintenance algorithm that was developed for use
with the uncoded and biorthogonally coded telemetry
modes of the Mariner 10 spacecraft (MVM'73\. The prin-
cipal purpose of this article is to document the perform-
ance analysis of this algorithm for uncoded PSK data
received over the binary symmetric channel. Markov
models are employed in this analysis to derive formulas
for computing an upper bound on the probability of false
sync acquisition, as well as the mean time to sync acquisi-
tion, and the mean time to the subsequent loss of sync,
for arbitrary bit error rates, frame lengths, sync word
lengths, and threshold values. These formulas are directly
applicable to the uncoded MVM™73 telemetry modes, and,
as a numecrical example below, they are used to determine
optimum threshold values as a function of the channel bit
error rate for the high-rate (117.6 kilobits/s) real time TV
data mode. It should be noted here that the author has
extended the algorithm performance analysis to include
the MVM'73 telemetry modes employing a (32,6) bior-
thogonal code, although the work has not been published
to date. However, numerical results for the 22.05 kilobits /s
coded TV telemetry mode have been used to select proper
algorithm threshold values for the MVM™73 mission.

Il. Frame Sync Algorithm

The operation of the acquisition and maintenance
modes of the frame sync algorithm are detailed in the
flow diagrams of Figs. 1 and 2. A brief description of the
algorithm now follows to establish some notation that will
be needed later for the performance analysis.

Assume that the transmitted information is organized
into M-bit frames composed of an L-bit ;ync word fol-
lowed by M — L statistically independent, cqually likely
data bits. The detected bit stream contains independent
bit errors: a particular bit will be incorrect with proba-

bi]ity £,

Let the received bit stream be represented by the
binary sequence r,, r,, 7. - - -, and define an arbitrary
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L-tuple Pm = (fu, Twar. " * » Piss ). The frame sync objec-
tive is to identify which of the p,’s are received frame
sync words. When a binary PSK signal is demodulated
using a carrier reference derived from the modulated sig-
nal, there is an inherent binary phase ambiguity in the
detector output: that is, the received bit stream can be
inverted data (data) with probability %. Consequently, for
low bit error rates, if a particular p,, is in fact a received
sync word, its Hamming distance d,, from the transmitted
sync word is equally likely to be near 0 or L. As indicated
in Figs. 1 and 2, the algorithm threshold test reflects this

property.

Suppose the receiver is out of sync, and the acquisi-
tion mode is initiated. The overlapping L-bit received
sequences p,, P., Py, - * - are examined in succession, and
the corresponding Hamming distances d,, d., d. - - - from
the sync word are computed. The algorithm uses two
threshold tests: d,, = T, and d,,= L — T, (the latter indi-
cating the detection of data). If it finds a sequence pa
which satisfies either threshold test, and if the sequence
Pa.x one frame ahead satisfies the same threshold test,
frame sync is established. That is, a hard decision is made
that ps is a received sync word, the data polarity is de-
duced according to which of the two threshold tests was
satisfied by p5 and pi.x, and the maintenance mode is
entered.

If the communication link consisted only ~f a binary
symmetric channel, there would be no need for a frame
sync maintenance mode. If bit synchronization could be
maintained perfectly once frame sync was acquired, a
simple bit counter could maintain frame sync indefinitely.
Unfortunately, in practice, interface buffers within the
overall communication link typically result in random
deletions and insertions of bits in the received data
stream. It is the function of the frame sync maintenance
mode to detect these occurrences, and to signal the result-
ing loss of frame sync.

Referring to the flow diagram in Fig. 2, it is seen that
the data polarity decision made when frame sync was
established confines the maintenance mode to one of the
two threshold tests, d,, = T, and d,= L — T,. (Note that
the acquisition and maintenance modes use different
thrcsholds in general.) In the acquisition mode, it was
decided that pp was a received frame sync word, since
dy and d2.. satisfied the same T, threshold test. The
maintenance mode examines only presumed rereived
sync words of the form pg.xx, where k is a positive inte-
ger. If T,=T, (see discussion below), d; and d;.x must
satisfy the T. threshold test; consequently, the mainte-
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nance mode can start with p#..u, as indicated in the dia-
gram. When two consecutive sequences that should be
received sync words fail the threshold test, the receiver
is declared to be out of sync, and the algorithm reverts to
the acquisition mode.

The following design objectives influence the selection
of the thresholds T, and T.. For convenience, use the
following terminology:

Pr[FS]: probability of false sync acquisition.
MTS: mean time to sync acquisition, in frames
(expected value of /M), conditioned on
a correct sync decision (assuming
Pr[FS] << 1).
MTLS: mean time to loss of sync following correct

sync acquisition, in frames, neglecting
bit insertions or deletions.

Ideally, we would like Pr[FS] and MTS to be small,
while MTLS is large. However, for fixed values of ¢, L,
and M, Pr[FS] decreases while MTS increases mono-
tonically as T, decreases, and the reverse condition also
holds. So the selection of T, involves a tradeoff between
Pr [FS] and MTS. Typically T, is made relatively small,
favoring Pr[FS], so that when a frame sync decisiown is
made, it is likely to be correct. Fortunately, it will be evi-
dent in the numerical examples below that T, does not
have to be too large for MTS to be near the minimum
value of 1.

With regard to the selection of T, it should be noicd
that following the acquisition of frame sync, there are
two situations that would cause the maintenance mode
to decide that sync is lost. If one or more bits are erro-
neously deleted or inserted into the received data stream,
thereafter, the received sync words would not coincide
with the L-bit sequences examined by the maintenance
mode. If the sync word is a Barker (Ref. 1) or a Neuman-
Hofman (Ref. 4) sequence, its correlation properties
would ensure that the Hamming distances of the L-b1
received sequences from the sync word are likely to be
near L/2. In this case, a threshold T, on the order of L./4
would be small enough to signal the loss of sync, On the
ouner hand, if the channel state is such that no bit dele-
tions or insertions are occurring, the maintenance mode
will still declare a loss of sync, falsely, if two consecutive
received sync words contain more than T, bit errors. It is
this circumstance, relating only to the binary symmetric
channel model, that is measured by the parameter MTLS
defined above. (To include the random deletions and
insertions in the channel model, a multi-state Markov
approach would be required; this complication is avoided
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in this article.) To maximize MTLS, T, should be as large
as possible; a threshold near L/4 is compatible with this
objective. In conclusion, T, should be near L/4, and T,
should be closer to zero.

Itl. Algorithm Performance

The following formulas relating to the performance of
the frame sync algorithm for uncoded PSK data received
over the binary symmetric ¢ .annel are derived in the
Appendix:

Pr[FS) <

M -1)74—' +min[A,(M - 1)A12l + -2—(L—- 1)72]

where it is assumed that M >> L, and

T

e 30

7(M=1- Z(f) (1= o) ®

=0

i (T,) [3 — 2"} (Tx)]

A= - 4

L= (TP @)

MTS = _M_%il_l + A frames; Pr[FS)<<1l (5)
— 2

mrLs = LH 2T =o' (To) (o (6)

7 (T3)

Parameters y and n(T) have physical interpretations:

y: the probability that a particular L-bit received
sequence, composed of independent, equally
likely 1's and 0’s, satisfies either acquisition
threshold test (probability of a “false alarm”).

the probability that a particular received sync
word (or complemented sync word if data is
detected) has more than T bit errors, and fails
the corresponding threshold test (probability of
a “miss”).

7(T):

A numerical example will serve to demonstrate the
behaviour of Pr [FS}, MTS, and MTLS as a function
of threshold values for fixed L, M, and . The 1973
Mariner 10 mission to Venus and Mercury has a high-
rate (117.8 kilobits/s), uncoded PSK telemetry mode for
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transmitting real ime TV data to Earth. This mode has
a frame length M = 7058 bits, and a sync word length
L = 31 bits (a pseudo-noise or PN sequence). As the
spacecraft-to-Earth range varies durin_ the mission, so
does the bit error rate ¢; it is anticipated that during the
primary mission, ¢ will not exceed %o. On this mission,
the acquisition and maintenance thresholds are identical,
and are denoted by T. For bit error rates in the range
Yy == ¢ = Y500, the frame sync algorithm performance is
summarized in Table 1. A single TV picture is composed
of 700 frames of data; one of the design objectives in
selecting T was that MTLS exceed 700, so that frame
sync would be likely to be maintained over a TV picture.
Subject to this ¢ nstraint, as well as the threshold trade-
offs discussed earlier, the recommended values of T are
circled in Table 1. It is evident from the table that if T is
adjusted for changes in ¢, MTS will be near %, MTLS will
exceed 700, while Pr [FS] is less than 2 X 10, for ¢ less
than ¥o.

IV. Summary

This paper has considered the problem of acquiring
and maintaining frame synchronization in uncoded PSK
data received over the binary symmetric channel. To this
end, a practical algorithm was described that compautes
the Hamming distances of L-bit segments of the received

buc stream from the L-bit sync word, and applies these
distances to a threshold test.

In the acquisition mode, the algorithm ensures a reli-
able frame sync decision by requiring that two consecu-
tive L-bit received sequences one frame apart satisfy a
stringent threshold test. The maintenance mode is de-
signed to flag the loss of frame sync due to random
deletions or insertions of bits in the received daia stream;
at the same time, its threshold test allows sufficient errors
in the received sync words to pass so that the loss of sync
is not likely to be declared falsely.

The performance of this algorithm was analyzed with
the aid of Markov models of the threshold test operation.
An upper bound for the probability of false sync acquisi-
tion, the mean time to sync acquisition, and the mean
time to loss of sync were computed as a fuaction of the
bit error rate, frame length, sync word length, and algo-
rithm threshold values.

This algorithm is a generalization of the schemic devel-
oped to provide frame synchronization on the Mariner 10
spacecraft-to-Earth telemetry link. As a numerical exam-
ple, the derived formulas were used to predict the
algorithrn performance for the spacecraft’s high-rate,
real-time TV data mode.

References

1. Barker, R. H., “Group Synchronization of Binary Digital Systems,” Communi-
cation Theory, Edited by Jackson. Butterworth, London, pp. 273-287, 1953.

to

wood Cliffs, N.J., 1971.

. Stiffler, J. J., Theory of Synchronous Communications. Prentice-Hall, Engle-

3. Massey, J. L., “Optimum Frame Synchronization,” IEEE Trans. Commun.,

Vol. COM-20, pp. 155-169, Apr. 1972,

4. Neuman, F.. and Hofman, L., “New Pulse Sequences With Desirable Correla-
tion Properties,” Proc. Nat. Telemetry Conf., Waskington, D.C., pp. 277-282,

Apr. 1971.

JPL TECHNICAL REPORT 32-1526, VOL. XIX

129



130

Tablc 1. Frame sync algorithm performance for M = 7356,
L = 31 (note th~t Pr [FS] is actually an upp.r bouna)

. T rr(FS] MTS, frames MTLS, frames

5 7% 10- 0.£1 7> 10
1/20 ® 2x10e 0.55 3179
3 6 X 10-¢ n7o 236

4 2 X 10~ 9 X 104
1/30 ® 4x1- 0.56 2839
2 6 x 10-10 0.78 155

4 2 X 10-¢ 0.50 1% 10

1/40 ® 4xi1cs 0.52 2 x 104
2 5 X 10-1¢ 0.63 597

3 4 x 10-8 0.51 9 X 104
1/50 ® 4ax100 0.57 1822
1 3 X 10-12 0.96 69

3 4 X 10-8 0.50 2 x 107

1/100 4 x 1010 0.51 8 x 10¢
2 X 10-12 0.62 704
0 5 X 10-1 1.73 17

2 4 x 10-10 0.50 4 X 106
19200 @  2x102 0.53 9064
0 3 X 10-15 1.03 54

2 4 x 1010 0.50 8 x 102

17500 @ 2x101 0.51 3 x 105
0 2 X 10-18 0.70 202
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ENTER SYNC
ACQUISITION MODE

DETECTING
DATA

| FRAME SYNC
ACQUISITION:

~
m=m

ENTER SYNC
MAINTENANCE MODE

Fig. 1. Frame sync algorithm: acquisition mode flow diagram

ENTER SYNC
MAINTENANCE MODE

SYNC

ENTER SYNC
ACQU'S'TION MODE

Fig. 2. Frame sync algorithm: maintenance mode flow diagram
(assumption: T1 = T:)
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Appendix

Derivation of Algorithm Performance Formulas

l. Probability of False Sync Acquisition

Assume ‘hat the received sync words are Pus, Pas.w,

Pms.z, * ° ° , where m* is uniformly distributed:

1
Prim]=g; 1=m'=M (A-1)

Define the following eveunts, cunditioned on a particular
sync index m*:
mE-1

P= U (Mm=m)

m=1
Ri= (m=£m* + kM)
m* kM+L-1

U (m=m)
m=n kM +1

VkE

mey(k+1)M-L
‘V}EE U

mom*+ KM+ L

(7 = m)

mea(k+ )M -1
Y,== U

mm*s(R+1)MN-L+1

(M = m)

mx+(k+1) M-
Xk_.—-: U

mom*i kN1

(M=m)=V,UW,UY,

where m denotes the frame sync acquisition decision.

There are two approaches to beunding the probability
of false sync acquisition (FS) used in this paper. The first
is bascd on the events {X,}:

Pr[FS|m*] = Pr[PU(R,N X)) U(R,N R, N X)U -~ ]

By the familiar union bounding téchnique,

PriFSiml=<p+ 3 (A-2)
k-0
where

p=Pr{P]
e = P’[‘{or\lilrw o r\l{kr\th]

To compute p, (still conditioned on m*), the union
bound is #gain applied:

»

132

p= l“r[”‘a1 (m= m)]_‘ém.z—l Pr [m = m|m s m*]

m=1

Under the assumption that a Barker or Neuman-Hofman
frame sync word is used, it will be assumed that all of the
received sequences P for 1 < m =m* — 1, including
those that overlap Pams, car be treated as uniformly ran-
dom binary L-tuples. Thun

Pr (= m|mz£m*] = Pri{(dn<T) N (du.n =T))]
Ul(dw=L~-T)
N (dw.e =L — T,)] | m£m*}
= {Pr[dm<T,|m+£m*]
X Pr[dm.u =T, | m=£m]}
+ {Prlda=L~T,|m#m]
X Pr[dww =L — T,|m£m*]}

and each of the four terms above equals y/2, where

y=Pr[(da=T.)U (dn>=L — T,)[m%~m"]

B0 500

1=0 I:L—Tl
C. Prm=m|m#m'] =-721, independent of m
(A-3)
and
p=(m* — 1)7?
Since Eq. (1) implies that
— 1
m‘=§(M+ 1) (A-4)
it follows that
72
pr=M-1)7 (A-5)

JPL TECHNICAL REPORT 32-1826, VOL. XIX



The computation of bounds on u; is somewhat more
‘nvolved. Note that X, is independent of Ry, R,, - - -, Ry,
but is correlated with R;_, and R;, for k== 2. Since

Pr[E, N E.] = min {Pr [E,}, Pr [E:])
for arbitrary events E; and E,, it follows that
min {Pr[RoNR,N - N R, Pr(X]); k=0,1

<! min{Pr[R,NR,N---NR],

Pr[R,NR,N---NR,] Pr[X,]}; k=2

As in the computation of p,

Prix]=M—-1DL;. k=0

mm[P,,(M - 1)%,'-]; k=01
...“é .
min [P., P (M — 1)’5]; k>2
where

Px=Pr[R,NR,N --- NR]; k=0

We want to compute an upper bound for
2 m
k=0

It will be seen later that it is difficult to determine a gen-
eral expression for P;. whereas
P

k=0

has a simple closed form expression. Consequently, we
will use the bound

> “émin[z Py, (M — 1)12-<2 +3 p,‘)] (A-6)
k=0 k.o k=0
The Markov model of Fig. A-1 is used to calculate
..;: Py
k=0

Recall that pj3 is declared to be a received sync word if
and only if it is the first sequence pn, satisfying one of two
threshold tests

du=T, or de=L—-T,

JPL TECHNICAL REPORT 32.1526, VOL. XIX

and p3, » satisfies the same test as pa. And
Pi=Pr{m=m*+ IM; 0= <k]

Consider a particular reccived sync word Pme.sa: condi-
tioned on the detection of (noninverted) data,

Pr(dme.w>L — T, |data] = i(’;) (] = o)L

j=L-T,
T

1
= ¢t E (Ii‘)s"x"(l“s)f

1=0

If T, is much smaller than L, as recommended earlier,
and ¢ is not unusually high, the probability above is neg-
ligible in comparison with

Pr [d-‘.,’ = T; |data]
and

Pr [T] < d-..g. < L - Tl I data]

Similaily, conditioned on the detection of data,

T

Pri{dee. wn =T, |<Ta'ﬁ] =¢l-T Z (l,') eTi(l~ ey

ji=0

which can be neglected. The conclusion is that although
there are two sync acquisition threshold tests with re-
spect to the received sync werds, only one of these tests
is pertinent, conditioned on the detection of data or data,
and the probability that a particular received sync word
fails this pertinent test is given by

T

7(T) =1~ Z(f) (1 et

(A-T)

independent of the data/data conditioning.

Now, referring to Fig. A-1, suppose the receiver is in
the bad’ state, B. With probability 5 (T,), Pms fails the
pertinent threshold test, 1nd the receiver remains in
state B. With probability 1 — »(T,), Pms passes this test,
and the 1eceiver transfers to the ‘good’ state, G, which is
really a conditional sync acquisition state. If Py, x subse-
quently satisfies this threshold test, the receiver is in sync,
with M = m*. However, if pn..s fails the test, M cannot
equal m* or m* + M, and the receiver reverts to state B.
Therefore, with respect to this model,
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P, = Pr[not in SYNC after (k + 2) transitions from B}

\\%

Pr= '](Tl) P, + ﬂ(Tl) [1 - ’I(Tl)] | S k=0

{A-8)
This recursion formula for P; has initial conditions
P,=P.,=1

1t yields a complicated expression for larger values of Py.
However, summing both sides of Eq. A-8,

S Po=1q(T)) +1(T) 2 P, + 29(T,) (1 — n(T2)]

k=0

+ (T [1 = 9(T)) ‘z P,

\%

2 (Th) [3 — 29(T))]
[1 - »(T)]

From Eqs A-5, A-6, and A-9, the probability of false sync
acquisition, averaged over m’, is given by

=A

_5: P = (A-9)

Pr[FS]<(M — 1)3;- + min [A, (M — 1)%2- (A +2)]
(A-10)

The second bounding approach involves the events
{Vi}, (W3}, and (Y}

Pr[FS|m*] = Pr{PU (R, N Vo) U (R, N W,)U (R, Yo)

U (R, AR, NV,)U (R, R, N W)
U(RoﬂR]ﬂY])U st ]

Ms

Zp+SatSh+Sa (A-11)
k=0 k-0 k=0

where
a=Pr[R,NR,N - - - NR:NV;]
Bx=Pr[R,NR,N - - NR,NW;]
L="Pr[R,NRN - - NRNYi]
To bound o, note that Vy is independent of Ry, R,, - - -,
Ri_, for k=2 and

Pr[Vk]_é(L-l)-Yé—; k>0
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min[Pk,(L-l)g]; k=01
R *
min[Pk)Pt-:(L'—l)%]; kég

W

é ugémin[A, (L - 1)1;i (A+ 2)] (A-12)

With regard to B8, it is noted that W; is independent
of R.,R,, - - - ,Rx for k=0, and

Pr[W,] < (M~ 2L + 1)%~

SR=ERM-2L+ )L

)
NI %

B=AM-2L - 1)7?'

t .

(A-13)

»

=0

As for x, it is evident that Y is independent of R,
R, - - - ,Bi.,fork=>1, and

Pr[)’,,]é(L—l)—;—:; k>0

min[l’..,(L— 1)!5]; k=0

S 2
min[Pg,Pk-,(L - 1)—’2—]; k>1

N4

S f < min [A, (L- 1)732 (A + 1)] (A-14)

Combining Eq. A-5 and Eqs. A-11 through A-14,

Pr[FS] < (M — 1)77z +min{[2+ (M ~2L+ 1)122-]A,

4

2
[1+(M—L)12-]A+(L—l)—72—,

AM-—1) 3'2— + ‘:; (L-1 f} (A-15)

Comparing Eqgs. A-10 and A-15, and noting that we
generally have L < < M, the final bound is

Pr[FS]é(M—l)-Y‘; + min[A,(M— nal
+-Z-(L —1 yz] (A-16)
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Ii. Mean Time to Sync Acquisition

If T, is relatively small, the probability that two incor-
rect L-bit received sequences one frame apart satisfy the
acquisition threshold test (false alarm) is negligibly small.
In this case, Pr[FS] << 1, and with high probability
m = m* + kM for some integer k. Since the probability y
of a false alarm is negligible, it is the probability » (T,) of
a miss that is the dominant factor in making k nonzero.
Therefore, the Markov model of Fig. A-1 can be used to
compute the mean time to sync

e
MTS = =37 k

| 351

(A-17)

‘-
S~

To this end, define

b = number of transitions from state B to SYNC

2= number of transitions from state G to SYNC

If we start in state B, and the first transition depends
on Pus,

k=b-2 (A-18)
From the model of Fig. A-1,
b=9(T)B+1)+[1-9(T)IE+D
g=(T) (B +1)+[1—»(T)]
1%
p_o=2TIB =2 _ (A-19)

(1~ (T
From Egs. A-4 and A-17 through A-19, it follows that

M+1

M ="3r

+ A; Pr{FS] << 1 (A-20)

Ill. Mean Time to Loss of Sync

It is assumed below that the frame sync acquisition
mode has made a correct sync decision, and random bit
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deletions and insertions are neglected. That is, the main-
tcnance mode examines only received sync words. Since
pa and pa.y satisfy the stringent acquisition threshold
test, if T.=T, as recommended eariier, they must also
satisfy the maintenance threshold test. Consequently, the
frame of received data between pz and pa.y is in sync,
and the time to loss of sync is at least one frame. In gen-
eral, if p2.iy and P2_.i.1 » are the first two consecutive
received sync words to fail the maintena.ce threshold
test, the time to loss of sync, measured by the number of
good data frames accepted by the maintenance mode,
is k — 1. Accordingly. the mean time to loss of sync is
given by

MTLS =k —1 (A2D)
Using the Markov model of Fig. A-2, define

number of transitions from G to SYNC LOST

4
b = number of transitions from B to SYNC LOST
Starting in state G, the first transition reflects the outcome

of the T. threshold test applied to pa..-x; then the time to
loss of sync is g — 1, so that

k=g (A-22)
From the model. it can be seen that
2= -9(T)1(1+8 +2(T)(1 +b)
b=[1—5(T)I(1 +8) +9(T:)
N|%
—_ 1+ V(T:)
&= (T (A-23)
) 1+ 9(T) = »*(T.)
. MTLS - T (A24)
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(T2

1-{Ty)

Fig. A-2. Markov model for examinstion of received
sync words in maintsnance mode
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DSN Research and Technology Support

E. B. Jackson
R. F. Systems Development Section

The activities of the Development Support Group in operating and maintain-
ing the Venus Station (DSS 13) are discussed and progress noted. Activities
included planetary radar experiments (Venus and Mercury), radio source sky
survey using the 26-m antenna, Faraday rotation data collection, weak radio
source flux density measurement, X-band 400-kW radar decelopment and testing,
Block IV receiver/exciter installation and testing/checkout, 26-m antenna re-
ceiving system temperature improvement, differential very long baseline inter-
ferometry (VLBI) experiments, clock synchronization transmissions, DSS 14
high-power transmitter maintenance support, and Pioneer 10 science support.

During the two month period ending December 15,
1973, the Development Support Group operated the
Venus Station (DSS 13) and performed the following
activities.

I. In Support of Section 331
A. Planetary Radar

For a total of five and one-half hours, DSS 13 supported
the: ranging of the planet Venus to gather data for use by
the MVM73 project. Pseudonoise (PN) code and code
timing pulses were supplied, via microwave link, to
DSS 14 for use as a modulating signal for the 400-kW
R&D transmitter, and to synchronize the demodulating
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system. In addition to these ranging efforts, five and one-
half hours of special Mercury ranging were supported in
a similar fashion, with 10 data runs being completed.
Additionally, preliminary tosting, with DSS 14 transmit-
ting and both DSS 14 and DSS 13 receiving, of a proposed
“active VLBI” experiment was performed. This experi-
ment, with Greenbank Radio Observatory as the coop-
erating station, is scheduled for early in 1974.

B. Station Monitor and Control (RTOP-68)

As part of the work being done under Research and
Technology Operating Plan 68 (RTOP-68), the SDS-930
computer and DSS 13 26-m antenna were used for six
hours to continue testing of a developmental conical
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scanning antenna drive program destined to be used at
DSS 14.

il. In Support of Section 333
A. Sky Survey

Using the noise adding radiometer (NAR) and the 26-m
antenna in a fixed position( usually 180° az and 80-87° el),
data are collected on the total antenna system tempera-
ture as the Earth’s rotation sweeps the antenna beam
across the sky. This observing, conducted automatically
during the hours when the station is closed (nights, holi-
days, and weekends) collected a total of 534 hours of data
during this period.

B. Faraday Rotation

In anticipation of the launch of the MVM'73 spacecraft,
it was decided to provide backup for the single receiver
being used to collect Faraday rotation data. Purchase
orders have been placed for two more receivers for evalu-
ation but, pending their arrival, a receiver was obtained
on loa- from Teledyne Corporation. After extensive
modification of the antenna previously used with the
Smythe receiver, the Teledyne receiver was placed into
service and is currently collecting data. Stanford Research
Institute delivered and installed a second receiver but
the antenna drive mechanism failed and this receiver is
currently not functioning. At the end of the period, both
the Teledyne and one Stanford receiver are collecting
data from Applications Technology Satellite 1 (ATS-1),
data that will be used by the MVM'73 project to provide
ionospheric correction for the spacecraft ranging and
doppler data.

C. Weak Source

With the reinstallation of the S-band radar operational
(SRO) feedcone onto the DSS 13 26-m antenna and the
relocation of the maser/refrigerator from the electronics
room into this feedcone, the resulting low receiving
system temperature has made it feasible to again measure
the strength of weak radio sources. Late in November this
project was resumed with 13 hours of data being collected
on radio sources 3C123, 3C138, 3C147, 3C353, NGC7027,
PO 237-23, and PO 2345-23.

In anticipation of full-scale resumption of the associ-
ated antenna gain measurement portion of this program,
the standard gain feedhorn was removed from the 26-m
antenna and returned to Section 333 for examination and
calibration.
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il. In Support of Section 335
A. X-Band Radar (400 kW)

The first klystron (VA-949]) was installed into the
modified test bed and tested at a power output of just
over 200 kW. During this testing, three directional cou-
plers failed, two with overheated internal matching loads
and one with water leaks in the cooling tubing. On
December 6, 1973, this first klystron apparently failed and
was removed from the test setup.

A replica of the inside framework of a 64-m-type feed-
cone has been constructed at DSS 13. A caal klystron
power amplifier with combiner, water loads, and couplers,
as required for complete testing, will be constructed in
this replica. Available space is limited and integration of
the two klystron power amplifiers into the cone will be
difficult. Pending the availability of the actual feedcone,
this replica will enable construction, fitting, and testing
to take place.

B. Block IV Receiver/Exciter

We continued to provide support to the installation
and checkout of the Block IV receiver/exciter at DSS 14.
Installation is now complete and, working until the con-
fguration at DSS 14 was frozen for MVM73 launch,
testing and checkout were supported with a total of
273 manhours. The Block IV receiver/exciter is now par-
tially operational and is being used to support MVM73.

C. Antenna Pointing (26-m)

Inasmuch as we were resuming normal receive capa-
bility operation, and reinstallation of the SRO feedcone
may have resulted in a change in the agreement of the
radio frequency axis of the antenna with the mechanical
axis, some test tracking was done with the scan and
correct using receiver (SCOUR) computer program. In
three hours of tracking using Cassiopeia A and Cygnus A
as sources, a new set of preliminary azimuth and eleva-
tion offsets was obtained for use during other tracking
activities.

D. Receiving System Temperature improvement (26-m)

With the completion of the first phase of the dual
uplink carrier testing, it was felt that the maser/
refrigerator could be relocated from the electronics room
into the feedcone and thus improve the receiving system
temperature from 29 K to approximately 17 K at zenith.
This relocation was effected and the maser compressor
was also reinstalled into the closed cycle refrigerator
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(CCR) room on the antenna (vice the outboard elevation
bearing platform). Unfortunately this compressor soon
failed and was replaced by the spare. The failed unit has
been repaired and is ready for reinstallation if necessary.

IV. In Support of Section 321

In an investigation of its application to spacecraft
positioning, a differential very long baseline interferome-
try (VLBI) experiment was carried out with Pioneer 10
and a radio sowrce as signal sources; the cooperating
stations were DSS 13 and DSS 42. A total of 18% hours
on four separate passes were spent observing, in the VLBI
mode, the spacecraft Pioneer 10 and radio source OW-174,

V. In Support of Section 422

A. Clock Synchronization Transmissions

Regular clock synchronization transmissions have not
vet been scheduled by DSN scheduling but special trans-
missions were made to DSSs 42 and 43. These trans-
missions, along with the regularly scheduled maintenance,
disclosed some system problems. Marginal radio fre-
quency (RF) drive to the 100-kW klystron was co.zected
by replacement of the X 14 multiplier in the exciter chain.
A synthesizer failed and was replaced in the programmed
oscillator used for frequency control. A total of nine
transmissions have been made during the last two months.

B. DSS 14 High-Power Transmitter Maintenance

In preparation for the launch of the MVM'73 space-
craft, the complex spare 20-kW klystron was installed at
the Microwave Test Facility and correct operation
assured. Some minor tuning was accomplished, then the
klystron, with a complete set of operational data, was
shipped to DSS 14 in case of need.

During a routine checkout, the 100-kW DSN trans-
mitter was discovered to be inoperational. With the
assistance of the DSS 14 staff, DSS 13 personnel replaced
the klystron, socket tank and magnet, and restcred the
systein to operational condition. Due to schedule require-
ments at DSS 14, this work was accomplished during four
consecutive nighi operations.

The previously reported (Ref. 1)} cifficulty with re-
flected power on the R&D 400-kW transmitter was found
to be spurious signals caused by a defective radio
frequency connector in the input line to the frequency
multiplier. Replacement of this connector cleared up the
poorly transmitted spectrum and full 400-kW operation is
now possible without reflected power “kickoffs.”

C. Pioneer 10 Tracking

If the tracking load at DSS 14 can be relieved, a
planetary radar experiment is planned with the comet
Kohoutek as a target. It is proposed that DSS 13 take
over tracking Pioneer 10 for several days during early
January, 1974. In validation of DSS 13s capability to
receive good data, and with the cooperation of DSS 12
for telemetry reduction, a test track was made of
Pioneer 10 with the telemetry subcarrier being trans-
mitted to DSS 12 via the intersite microwave link. Good
data were obtained with the telemetry S/N ratio being
2.5 from DSS 13 vs 2.8 with DSS 12 receiving.

VI. In Support of Section 825

With the closer approach of Pioneer 10 to Jupiter, a
stepped-up level of radiation monitoring was provided
from DSS 13. The radiation at 2295 MHz from Jupiter
was monitored for a total of 87.5 hours. Radio star cali-
brators, as tabulated in Table 1, were also observed for
122 hours. .

Reference

1. Jackson, E. B., “DSN Research and Technology Support,” in The Deep Space
Network Progress Report, Technical Report 32-1526, Vol. XVII, pp. 100-102.
Jet Propulsion Laboratory, Pasadena, Calif., Oct. 15, 1973.
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Table 1. Radio star calibrators used in Pioneer 10

science support
3C48 3C147 3C309.1 Virgo A
3Ci23 3C218 3C348 NGC7027
3C138 3C286 3C353 PO237-23
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Design of a High-Speed Reference Selector
Switch Module for the Coherent Reference
Generator Assembly

T. K. Tucker
R. F. Systems Development Section

Design effort was started in April 1973 to develop and fabricate a high-speed
switch module for the Coherent Reference Generator Assembly. The major design
goal was to develop a high-speed switch capable of switching between frequency
standards in less than 400 ns in the event of a primary standard failure, thus
providing a constant failsafe 1-MF'= reference signal to the station clocks. This
report reviews the overall design and provides a general overview of the com-

pleted module.

The engineering model of the Coherent Reference
Generator Assembly (CRG) was installed and imple-
mented at DSS 14 during July 1973. Included in this
installation was an engineering prototype of the 1-MHz
clock reference switch module (switch module), which
supplies 1-MHz reference signals to the frequency and
timing subsystem (FTS) clock and timing circuits.

The following significant features of the Switch Mod-
ule will be discussed in this report:

(1) Design objective.

(2) System application

(3) Description.

(4) Present status.
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I. Design Objective

The major design objective for the switch module was
to provide a constant 1-MHz reference to the station
clock by automatically switching to a backup reference
source in less than 400 ns in the event of a primary
source failure.

Il. System Application (Fig. 1)

Inputs to the CRG are obtained directly from the
station frequency standards that, during the next few
years, may be two rubidium standards (Rb) or two
hydrogen maser (HM) standards.

The primary input to the FTS clock system from the
CRG s a failsafe 1-MHz reference derived from either
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the present rubidium standards or the future ultrastable
hydrogen maser standards. Once a class of standard is
chosen (either rubidium or hydrogen maser), the sec-
ondary or backup reference is derived from the same
generic type (i.e., if hydrogen maser No. 2 is chosen as
the prime standard. hyurogen maser No. 1 would be
the backup unit).

Both the primary and secondary standard 1-MHz
references are made available to the FTS so that d pli-
cate clocks can be operated for long-term stability and
standard performance determination.

lil. Description (Fig. 2)

The switch module is housed in a standard Block IV
RF module and has been designed to operate without
operator adjustment or alignment.

The switch module has been designed with a “failsafe”
dc power system. In the event of a dc power loss from
the CRG power supplies, the module automatically
switches to a battery hackup source located in the FTS,
thus assuring coniinu..s 1-MHz references to the sta-
tion clock.

Two input references are selected, within the module,
by a solid-state multiplexer that is addressed externally
by the CRG control and monitor panel. The multiplexer’s
logic assures that the primary signal is obtained from the
selected frequency standard and the secondary, or back-
up, is derived from the other like standard.

The key idea of the overall switch design is to use
digital switching techniques to accomplish the high-
speed switching. To accomplish this, both the primary
and secondary standard inputs are passed through
Schmitt triggers and converted to transistor-transistor
logic (TTL) levels.

To detect primary standard failure, two parameters
must be considered: (1) instantaneous signal presence,
and (2) the average input power level.

Instantaneous failure sensing and switching is accom-
plished through an unusual application of a zero cross-
over detector circuit, which consists of two voltage
comparator integrated circuits interconnected and biased
to provide full 360-deg signal presence sensing of the
primary input signal.

If the input signal is present, the failure sensor remains
at a logical “1” level. If ti.e input signal should disappear
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for a time interval in excess of approximately 250 ns, the
sensor output assumes a logical “0” level thus initiating a
failure mode signal. The 250-ns decision time is estab-
lished by a simple resistor-capacitor (RC) filter in the
sensor output, which prevents switch operation on minor
noise disturbances.

The failure mode signal triggers a one-shot retrigger-
able multivibrator circuit initiating the switching gate
that gates off the primary signal channel and enables
the secondary in its place. The transfer from primary to
secondary signal, after primary failure, is accomplished
in less than 400 ns.

The one-shot multivibrator serves an essential func-
tion by assuring that once a failure has been sensed and
a transfer between standards effected, approximately a
or.e-half second delay is required before the circuit can
revert back to normal operation. This prevents the switch
from chattering on an intermittent input signal.

Average power sensing and switching are accomplished
by measuring the primary input powcr with a signal
level detector. If the input power remains above a pre-
set level of approximately +9 dBm, the primary level
sense signal remains at a logical “1.” If, however, the
input level falls below this preset level, the prir.ary
level sense signal assumes a logical “0” state initiating a
switching gate to disable the primary channel and enable
the secondary in its place.

Level monitor logic is also designed to provide con-
tinuous module status information to the CRG control
and monitor panel. Input and output signal power levels
are monitored in individual level detector circuits and
are compared in an exclusive “or” circuit. If inputs are
above the preset level of approximately +9 dBm, output
from. the module must also be present and ai- we +9
dBm, or the module “output failure” signal will be
initiated. If no inputs are present or they fall below the
+9-dBm level, outputs are not expected and only the
“input failure” signals will be initiated.

The TTL signals are filtered at the switch output to
provide sine wave outputs, at nominal 50-ohm imped-
ance, so that no changes to the existing FTS are required.

IV. Status

Documentation is complete and the first production
model of the switch module has been built and tested
Installation at DSS 14 wiil be accomplished as soon as
the station operacional freeze is lifted.
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A Scaled-Time Telemetry Test Capability
for Sequential Decoding

S. butman, J. Layland, and J. MacConnell
Communications Systems Research Section

R. Chernoff and N. Ham
R. F. Systems Development Section

J. Wilcrer
DSIF Digital Systems Devzlopment Section

This article describes the motivation for, and development «.d initial testing o,

a scaled-cime telemetry test capability. The immediate need for this capability is
to establish the sequential decoding performance of the data decoder assembly
(DDA) for Helios and Pioaeer, and the tests have been aimed at evaluating the
suitability of the scaled phase-locked loop (PLL, for this task. The .elevant
parameters of limiter suppression, phase fitter variance, and phase jitter auto-
correlation have been measured, and nc discrepancy was found between the
X 16-scaled PLL and the 12-Hz loor of the DSN receiver. Comparative sequentia,
decoding tests have also been performed for 128-bit/s data; no discrepancy was
found between scaled and unscaled performance at any modulation index, either
near-optimum or high (70 deg), where the carrier reference noise is dominant.

l. Introduction

The purpose of this article is to describe the experi-
mental setup and preliminary results of a time-scaled
simulaticn of a convolutionally ccded, sequentially de-
coded. coherent teleinetry liatk. The need for such an
approach arose when it became necessary to le the
Helios project as well as future Pioneer projec. with an
accurate estimate of link performance and design trade-
offs at medium data rates. Medium rates are by definition
data ates of the same order of magnitude as the band-
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width of the phase error process in the coherent reference
signal, or more generally, data rates at which decoder
remory is comparable tc the memorv of the phase-locked
laop.

Such conditions arise at low reccived signal levels at
end and post-end of missions and at stronger signal levels
when transmission is contaminated by a turbulent medium
like the solar corona, a planetary atmosphere, or during
rapid descent of a probe.
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Experimental performance estimation through simula-
tion is necessary under the above conditions because
accurate theoretical models of decoder behavior when
the phase is nct constant are not vet in existence {Ref. 1).
The current s. f decoding theory can accurately pre-
dict decoder pertormance only when the phase is constant
over many constraint lengths. Finally, scaling up of the
simulations to a higher speed than under normal oper-
ating conditions is necessary in order to accumulate the
required amount of statistical data i a reasonable length
of time. For example, to establish with reasonable confi-
dence a bit error probability of 10 requires about
10¢ bits. To gather this amount .. data at 100 bits/s would
take over 10 days. Similarly, establishing a block erasure
probability (decoder sverflow) of 10-* for blocks of 1000
bits, would take 10 days.

Il. Scaling the Tests

The block diagram in Fig. 1 depicts the svstem elements
which require modification to provide a high-speed
version of actual behavior at normal operating conditions.
It is assumed that the front end noise is wideband, with
a one-sided spectral density N,.. Primed variables denote
scaled versions of the normal unscaled quantities, and x
~~notes the scale factor. There are several ways to achicve
the required scaling of the system dynamics. The method
we selected may be described as follows:

N; =N, Wideband noise level unchanged
o= xPy Total signal power scaled up
R’ =zxR Bit rate scaled up
wr = Xwy Loop bandwidth scaled up
7 =r Damping ratio unchanged to pre-
serve relative dynamics
d =a Limiter suppression factor unchanged
to preserve relative dynamics
el = Xoy Prefilter bandwidth increase required
to maintain the same input signal-to-
noise ratio (SNR) to the limiter for
a ~a
pL = pu Loop SNR unchanged
£3/Ng; = Ey/N,  Bit SNR unchanged
m =m Modulation index unchanged
= /% Loop filter time constants reduced
K =2xK Loop gain increased

The above quantities obey the following relationships,
which are documented by Tausworthe (Ref. 2)
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Ey/N, = m*P/N.R

pr = afw N,
r = aKri/r,
wr, = (1 +1)/r) + r./rs)
and
a = a(py)
where

Pu = (1 - mz)P-r/Nown

m = sin 6, where 6 is the modulation angle

Inserting the scaled parameters into the above formulas
will verify that all the scale changes are achieved and the
relative dynamics preserved where necessary.

Time-scaling of the subcarrier demodulator and symbol
synchronizer assemblies (SDA and SSA) is accomplished
through switch-selectable operating modes which match
the actual (i.e., upscaled) daia rates. Moreover, the losses
in these assemblies are small and rel.tively insensitive to
rate changes.

iN. Test Techniques

The approach followed in evaluating the scaled-time
telemetry test capability. must minimize the test time
required to build confidence in the correctness of the
scaled parameters. The first tests therefore measured the
global static PLL parameters, limiter suppression a, and
phase jitter variance o}, at specific signal stre’ sths and
compared these measurements with published results for
the 12-Hz DSN PLL. Dynamics of the PLL behavior
also infleence strongly the performance of medium-rate
telemetry, necessi “ting their measurement, in the form
of the phase jitter . ocorrelation function. In this case,
both the 12-Hz D5N PLL and the scaled PLL had to be
measured, as the desired parameters were not generally
documented.

The ultimate criterion for acceptance of the results of
the scaled telemetry tests is, of course, the equivalence of
measured telemetry performance in both normal and
scaled-time modes. This is most economically used at
the mid-range data rates only (e.g., 128 bits/s), where
reasonable duration tests can define the system perfor-
mance. The anticipated plan is to test at 128 bits/s over
a set of modulation indices near optimum, and to spot-
check many data rates at one very high modulation
index. For each data rate checked in this fashion, the
modulation inder will be set sufficiently high for the
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noisy carrier reference to be the dominant source of noise,
and so that performance is poor enough to be mea-
sured in reasonable time without scaling. The total re-
ceived power level will be set high enough so that
the desired 10 deletion probability could be achieved
with a lower modulation index. A successful match of

performance at the high mod-index will, of course, indi- -

cate that the noisy reference losses are correctly scaled.
Since we belive that the additive receiver noises will scale
correctly, successful high mod-index comparison should
also indicate overall success of the scaled test setup. Some
prior test data (Ref. 3) exist for normal-time testc of per-
formance near the optimum mod-index which can be
compared against the scaled tests to identify any un-
expected errors in the scaling assumptions.

No plans exist presently to test the scaled-time test con-
figuration for uncoded tclemctry. Since performance of
sequential decoding is very critically dependent upon
the adjacent-symbol correlation of the carrier reference
noise, correct scaled-time performance of sequential
decoding almost certainly implies that scaled-time tests
of uncoded telemetry will also be correct. Future users
of the scaled-time test capability for uncoded data will,
of course, have the option uf accepting this hypothesis
or performing whatever additional tests they might need
to validate the scaled-time performance for uncoded
telemetry.

IV. The Scaled Loop Hardware Design
and Initial Testing

The preceding sections have shown that, by scaling the
receiver 12-Hz loop bandwidth, statistical data on bit
error rates can be »btained in a time inversely propor-
tional to the scaling number N used on the receiver. It
was decided to scale the ;=ceiver loop bandwidth by 16,
a factor which allowed a reascnable improvement in the
speed of data acquisition withour causing the data rates
for the faster bit rates to exceed the capabilities of the
telemetry decoding cquipment.

For the scaling number under consideration (16), it
was necessary only to scale the tracking filter and the
predetection filter. (If extremely high scaling numbers
are used, it may be necessary to increase the bandwidth
of the IF amplifiers). Since B, is being scaled, it can be
shown that it is necessary to decrease =, by (N)* and =,
by N, where 7, = R,C and +, = (R, + R,)C in Fig. 2. For
the case being evaluated (N = 16), r, becumes 9.887 s
and r, becomes 8.5 X 10-* 5. The hardware implementa-
tion of the tracking filter consisted of modifying he
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values of R,, R., and C in a standard DSN cracking filter
module to provide the new time constants. The only
other hardware modification required was the predetec-
tion filter amplifier. The bandwidth (BW) of this ampii-
fier must be scaled (increased) by the scaling number N.
For this test, the bandwidth was increased from the
normal 12-Hz loop value of 2 kHz to the new value of
32 kHz noise BW. The hardware implementation consists
of a four-stage, synchronously tuned amplifier. (The gain
of this filter amplifier must be the same as that of the
normal amplifier in order not to disturb the automatic
gain control (AGC) performance of the receiver). For
future experiments, the predetection filter could be a
commercial crystal filter. This would enable tighter con-
trol of the bandwidth between units, as well as better
bandwidth stabilitv vs. tcmperature. The change ' mod-
ules are identified in Fig. 3.

In order to verify that the receiver bandwidth had been
properly scaled, several experiments were run., "nput
carrier power was set for all tests by the Y-Factor Tecnh-
nique (Ref. 4). First, the limiter suppression (a) char-
acteristic was checked by measuring carrier power at the
limiter output vs. loop threshold margin. This measure-
ment was performed by a coherent amplitude detector
and vacuum tube volt meter (VITVM). The results of the
test can be seen in Fig. 4. Ideally, the scaled and un-
scaled a curves should be identical. If the a characteristic
levels off at a lower margin in the scaled case, i* would
probably indicate an IF amplifier or limiter of insufficient
bandwidth, or an insufficient noise bandwidth iv *ie
predetection filter amplifier. (If high-scaling numb. r< are
used, it may be necessary to increase the BW of the IF
amplifiers. This will prevent their influencing the pre-
detection bandwidth, which should ideally be determined
solely by the predetection filter amplifier). Since the
curves for the scaled and unscaled cases are nearly
identical, it appears that the predetection filter is indeed
the determined BW, as desired.

The second test consisted of measuring the phase jitter
(03) of the receiver voltage-controlled oscillator (VCO)
as a function of margin. These data were obtained by
employing the test translator as a signal source, and the
UHF doppler detector as a dual phase detector, which
allowed measuring the variance of the phase noise
present on the VCO. The test configuration for this mea-
surement is shown in Fig. 3. The UHF doppler signal
(zero doppler -+ phase jitter) is phase detected against
the station frequency standard. The phase shifter is re-
quired to set the reference phase in quadrature (to enable
ghase detection), with either of the two signals being
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phase detected in the dual phase detector. (The other
signal is being amplitude detected.) For each data point
{value of margin), both channels are sampled and
recorded by the digital instrumentation system (DIS).
The need for sampling both channels arises when a cycle
slip occurs. For each cycle slipped at S-band, there
appears a 90-deg shift in the phase at the UHF doppler
detector. (This is due to a > 4 multiplication between
the point at which the UHF doppler is extracted and the
S-band local oscillator vutput.) Therefore, if a cycle is
slipped, the channel that was phase detecting is now
amplitude detecting and vice versa. To prevent loss of
phase data following cycle slip, both channels are
recorded. When the tapes are processed, only the chan-
nel that is phase detecting is used. From those data, the
variance (o;) is calculated. As can be seen in Fig. 5, the
data follow very closely those obtained with the normal
12-Hz loop. This further indicates that the receiver seems
to be properly scaled.

The third test consisted of taking the autocorrelation of
the phase jitter data. Each autocorrelation plot shows
the time response of the loop at a particular margin. By
plotting r from each of these plots vs. margin, a plot is
obtained that illustrates loop response vs. margin. Figure
6 is such a plot for both the scaled and unscaled loops.
If the loop is properly scaled, the scaled loop will have
a value of r equal to 1/N of the unscaled loop at each
margin. For convenience, the time (r) scales of the two
data sets shown in Fig. 5 are scaled by the scaling
factor N. Therefore, the two curves will coincide if the
loop is properly scaled. As can be seen, there is very close
agreement between these two curves.

The results of this group of three tests seem to indi-
cate that the receiver loop bandwidth was indeed scaled
the desired amount over the range of loop margins con-
sidered.

V. Telemetry Tests

Testing of the scaled-time telemetry test capability
using sequential decoding requires that several decoding
test runs be performed using both the 192-Hz loop and
the 12-Hz DSN receiver at identical (scaled equivalent)
test conditions. To be convincing, these test runs must
cover the range of data rates, SNRs, and modulation
indices for which scaled tests are expected to be used. The
scaling can be used at data rates of 256 symbols er
second (SPS) (scaled to 4096 SPS) and lower. At scaled
512 SPS (8192 SPS) anA above, the data decoder assembly
(DDA) cannot operate succ ssfully.
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The test configuration for sequential decoding testing
with scaling is shown in Fig. 7. It is identical to the con-
figurations used for normal DSN testing of sequential
decoding for Pioneer or Helios, except that the receiver
modules for the 192-Hz loop are substituted for those of
the 12-Hz DSN receiver PLL. The output from the test is
a magmetic tape original data record (ODR) containing,
for each data frame processed by the DDA, the number
of decoding computations which were used in processing
it. These ODR tapes are later analvzed off-line to deter-
mine the cumulative distribution of computations, which
is then used to evaluate system performance. In the DSN
station, the tests reyuire the use of the simuvlation con-
version assembly (SCA), the test transmitter. the antenna
microwave assembly, the Y-factor assembly, a receiver
and SDA, two telemetrv/command processors (TCPs)
with SSAs, and one DDA. The TCP-DDA-SSA string
operates under control of nonstandard DSIF software—
the DDA stand-alone-TCP verification program—and
provides the ODR end-product of the tests. The second
TCP-SSA string operates with the Mariner Mars 1971
(MMT1) Test Program No. DOI-5087-Tt and acts as a
monitor for the telemetry channel, to ver ‘v station setup
accuracy and identify drifts in parame* rs.

The SCA provides a pseudo-random «.ata sequence for
the test transmitter. The subcarrier frequency used is
32,993 Hz, and data rates of interest range from 16 to
4096 SPS. The biphase-modulated subcarrier in turn
phase-modulates the carrier at the test transmitter, with
a modulation index which may vary from 35 to 75 deg,
depending upon data rate and other factors. This simu-
lated telemetry signal is then processed by the station
receiving equipment, much like the signal from a space-
craft. The “received” signal strength is set as required
using the Y-fa tor measurement technique (Ref. 4) prior
to the start of a test. The modulation indices are set by
precision attenuators. Extreme carc is required in this
setup because of the sensitivity of decoding performance:
the decoding erasure rate can vary by an order of magni-
tude with a 0.5-dB change in signal strength. After setup,
the Test Program 5087 output monitors chan.sel statistics,
and when stable operation of the receiver and SDA is
observed, the TCP/DDA program is activated to develop
the ODR of decoder performance. The format of these
ODR tapes is shown in Fig. 8.

Tests with the scaling test facility have been performed
and the data analyzed for a real data rate of 256 SPS
(scaled for 4096 SPS). The signal strength was set to that
which would provide an ST./N, of 2.7 dB at 45-deg
modulation index for both scaled and nonscaled tests.
This value will produce an erasure rate of between 10-*
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and 10 at the opumum modulation index. Figure 9
shows the results of tests at several modulation indices.
The computation distribution curve shown is a rather
sensitive measure of channel behavior. The minor differ-
ences between comparable curves are well within the set-
up tolerance on the system, believed to be on the order of
0.4 dB. The high mod-index curves (70 deg) are interest-
ing in that the carrier reference losses are the dominant
noise source at this point. If the carrier reference losses
failed to scale properly, we would expect it to be evident
from these curves; since there is agreement, we conclude
that the scaling of the 256-SPS data rate is successful. We
expect this success to be repeated at lower data rates, but
tests must yet be performed, lest some unexpected inter-
ference signal, or sume other nonscaled or nonscalable
artifact of the DSN receiver/SDA/SSA systems, contrib-
ute a larger than expected share to the telemetry system
losses.

V1. Summary and Future Plans

This article has described the motivation for, and devel-
opment and initial testing of, a scaled-time telemetry test

capability. The immediate need for this capability is to
establish the sequentia’ decoding performance of the
DDA for Helios and Pioneer, and the present tests have
been aimed at evaluating the suitability of the scaled
PLL for this task. The relevant parameters of limiter
suppression, phase jitter variance, and phase jitter auto-
correlation have been measured, and no discrepancy was
found between the X16-scaled PLL and the 12-Hz loop
of the DSN 1.ceiver. Comparative sequential decoding
tests have also been performed for 128-bit/s data; no
discrepancy was found between sca. ! and unscaled per-
formance at any modulation index, either near-optimum
or high (70 deg), where the carrier reference noise is
dominant.

Further testing will be performed of the scaled-time
telemetry test capability, and productive use made of it,
at DSS 71, where long-duration tests are in progress to
establish DDA performance. At each of the Helios data
rates where scaling can be used. a verx high modulation-
index comparison test will be run to verify the scaling of
noisy reference losses before the planned tests of several
mod-indices and power levels are run.
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NCS Standard Computer Interface Hardware,
Its Timing and Timing Control Logic

T. O. Anderson

This article describes the Network Control System (NCS) Standard Computer
Interface hardware, including the interface cable, the line drivers, line receivers
and line terminating network. It describes in considerable detail the timing
specifications for the interface timing control signals for continuous data transfer
as well as for asynchronous byte transfer. A set of control logic which complies
with these timing specifications has been designed for and succcssfully checked
out in connection with the Star Switch Controller (SSC). This control logic, which
includes synchronization and noise filter operations, is described in detail. Trans-
fer rates for variablr able lengths are listed.

I. Introduction

The NCS standard computer interface hardware con-
tains 14 parallel data-transmission lines. Eight of these
lines are data lines, four are timing and control lines,
and two are function lines (see Fig. 1’

Of the interface timing control lines for asynchronous
data transmission, two are unidirectional request lines,
one in each direction; onc is a bidirectional half-duplex
response line; and one is a bidirectional half-duplex ready
line. The linear bit operation of these lines and the
operation of the control logic to perform these operations
is specified in detail. The control logic synchronizes the
input signals to the local service clocks, and filters out
spurious noise pulses of short duration, Both the control
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logic and its operation are described in detail, as are the
cable, line drivers, receivers, and line termination.

Il. Cable, Drivers, Receivers, and Line
Termination

The NCS standard interface cable is a twisted pair
cable, with line drivers and line receivers, as shown in
Figs. 2 and 3.1 ne cable itself is shown in Fig. 4. All con-
nectors, pbysically and functionally, mate with connec-
tors such us that shown in Fig. 4. Pin assignments for the
timing control lines, data lines, and function lines are
also shown in Fig, 4. (Figures 2, 3, and 4 are taken from
JPL Specification ES506534 A, May 1973, a JPL internal
dor .mt.)

JPL TEC'. [Cr REPORT 32.1526, VOL. XIX



As shown in the figures, twisted pair, #22-gauge, 100-Q
lines are used. The drivers are 7438 open collector, high
current TTL-buffer, 2-input NAND-gates, and the re-
ceivers are regular 7400 NAND inputs. Both ends of the
lines are terminated with 150 @ to +5V and 330 Q to
ground. The common term is terminated on the GND pin
of the driver and receiver chip, respectively.

II). Signal Sync and Noise Filter

In order to combat noise and to synchronize the inter-
face timing control signals with the internal service clock
of the computer, a signal transition is recognized only
upon the second consecutive sample of the internal clock.
This specification is valid for transitions in either direc-
tion. Stated differently, a single noise pulse of either
polarity of a duration of less than two clock periods
occurring at any time will have no effect on the true
operation of the line receiving logic.

IV. Timing Control Line Operation

Figure 1 shows the selected set of computer interface
timing control lines together with eight data lines. The
request-to-transmit line is unidirectional, while the return
response and data lines are half-duplex bidirectional.
For }-1d-1ectional communication, two request-to-transmit
lines are thea required, one in each direction, as shown.
Figure 3 is a simple block diagram and timing chart
wkich show- the detailed operation of the timing control
lines The :ime sequence for the various control lines,
which is nipeated for each linear bit or parallel byte, is
Listed as fo lows:

(1) An oitbound request line is asserted by the trans-
mitting Javice,

(2) The assertion of an inbound request line is sampled
and synchronized by the recipient device.

(8) The synchronized inbound request signal causes
assertion of the outbound return response line.

(4) The return response line inbound to the transmit-
ting device is sampled and synchronized and
causes assertion of the outbound ready line.

(5) The ready signal inbound to the recipient device
is sampled and synchronized, and used to form a
data-strobe pulse for sampling the received data.

(8) Upon sampling the received data, the inbound
ready signal is used to turn off the outbound
response line.
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(7) Turnoff of the outbound response line will in turn
cause turnoff of the inbound ready line.

(8) Turnoff of the inbound ready line will again cause
the outbound response line to turn on, conditional
on the request line being on, for receiving of the
next character.

(9) At the end of a block transmission, the request
line is turned off by the transmitting device simul-
taneously with the ready line, outbound from the
transmitting device, for the last character being
turned on.

A. Control Logic Operation

The operation of a signal synchronizing and noise
control receiving register for the transmission interface
timing control signals, in general, and for the ready line
register, in particular, is specified as follows:

(1) A signal change is recognized only if the signal
remains in its new state for two consecutive clock
periods after the signal has remained in its prior
state for at least two clock periods.

(2) A data strobe will be generated only for a unidirec-
tional change of the input signal.

(3) Once a data-strobe pulse has begun to form, it will
be completed independently, and the fact that it
was completed will be independently reported.
Independently, as used here, implies independence
of what is happening on the input signal line.

(4) A noise spike of either polarity of a duration less
than two clock periods occurring at any time must
not be the cause of a double data-strobe pulse, nor
should such a noise spike interrupt the forming of
a data-strobe pulse or the subsequent report signal
that a data-strobe pulse was formed.

B. Request Line Sync Register

Figure 6 shows the interface timing control logic. The
logic is implemented with a SN5495 universal 4-bit, shift-
right, parallel-load register with no additional gating.
The input signal is used as a mode control and the
parallel entries are connected so that the register, when
it is in the parallel load mode, will shift left. The shift-
right/shift-left data entries are fixed-wired as “1” and
“0,” respectively. The desired output level is achieved
by correlating the input mode control signal with the
fixed ‘wired data inputs; e.g, SR =1, SL =0, or vice
versa.
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The output of stage C will change state only if the
output line has been stable for two consecutive clock
pulses, as described. This is true for transitions in either
direction, and it is true in general. There are however,
two special cases in which it is not true, and that is if the
line reverses again between the first and second or the
second and third clock pulses following a transition.
The probability of this special case occurring is deemed
exceedingly low. The output from stage B is used directly
as the response term, conditional only on a ready register
term. The reason that the direct connection is acceptable,
as opposed to the use of an intermediate storage device,
is that when the request line is turned off at the same
time that the ready line is turned on, for one character
transfer or for the last character in a block, the turnoft
of the response line, which in turn causes the ready line
to turn off, occurs at the same time that the data-strobe
pulse begins to develop. The request line register and
the ready line register are connected in much the same
manner. Furthermore, if the same type of interface logic
is used at beth the transmitting and receiving ends, there
is the added sync delay at the transmitting end between
its inbound response line turnoff and the time that its
outbound ready line is turned off. Stated differently, the
request line turns off the response line, which in turn
turns off the ready line. Whether it is for a single char-
acter transfer, or for the last character, the response line
is turned off sooner than for a character within a block,
where it is turned off at the end of the data-strobe pulse.
The ready line is still turned off one clock period later
than completion of the data-strobe pulse.

C. Ready Line Sync Register

As shown in Fig. 6, the ready register is connected to
shift right in either of its modes. The parallel load entries
are connected to shift right; however, with certain modi-
fications. The input signal is used as mode control; the
data entry for shift right in the serial mode is a fixed 0
and for shift right in the parallel-load mode a fixed 1.
By shifting in one direction only, the vector that gen-
erates the data strobe is automatically generated for a
unidirectional signal change only. The external gating
shown in Fig. 2 is intended primarily to prevent one-
clock-period noise pulses from generating or regenerat-
ing the strobe pulse, or to interfere with its forming, or
with the reporting of its having been formed.

As shown in the truth table (Fig. 7), the strobe pulse
condition is ABC and the strobe pulse completion report
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condition is BC, both of which can occur only for the
specified conditions. In relation to the truth table, ihe
ready register connection shown in Fig. 2 is derived
from the following arguments: When the input signal
is a 1, a 1 is entered to the shift-right connected entry of
the register. When the signal is a 0, a “0” is entered to
the serial input of the internally connected shift-right
register. The content in B is always entered to C, while
the entry to B is a function of the signal and the content
of the register. The signal is the mode-control term, and
when it is 0, the shift register is internally connected for
shift right. What is in A will, in this mode, always be
shifted to B. When the signal is a 1, & “1” is entered to the
input of the shift register, which in this mode is con-
nected externally to shift right to allow for vector modi-
fication. Thus, in this mode, what is in A is shifted into
B in all instances except one: the 011 condition, in which
case, a 1 is entered to B instead of the 0 in A.

D. Response-Ready Register Time Share

The response and ready lines are both bidirectional
but are always energized from opposite ends; the request
line is always energized first and the response line sec-
ond. This allows time-sharing a single synchronizing
receiving register between these two lines, as shown in
Fig. 8. (Figures 1, 5, 6 7 and 8, are taken from JPL
Specification ES508535 A, Appendix, a JPL internal
document.) Also shown in the figure are the steering
gates for time-sharing of the ready-response register
through the synchronized request line. The same line is
also used for added interlock of the outbound response
line and the outbound ready line.

The control logic described here is duplicated in each
end of a transmission path.

V. Data Transfer Rates

The bit transfer rate for different length cables has
been tabulated using the type of interface described
here, where the assertion and/or release of a line is
recognized only on the second clock pulse of an internal
5-MHz service clock, and using identical interface logic
at both ends, with individual service clocks (Table 1).

A cable delay of 5.90 ns/m is used, and a double round-
trip per byte for continuous transmission is consicercd.
The cable length has been limited to 152.4 m so that the
signal attenuation will not cause a marginal operation.
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Table 1. NCS standard computer interface transfer
rates for various cable iengths*

Maximum reliable data transfer rate

Cable length, .~ in kilobytes/s

3.05 530
15.24 460
30.48 400
60.96 310

152.4 185

2 Asynchronous internal service clocks of 5 MHz at each end.
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High-Speed Data Qutage Distribution

J. P. McClure
DSIF Digital Systems Development Section

The outages experienced on the present Ground Communications Facility (GCF)
4800-bits/s high-speed data subsystem have been examined. An outage is defin. 1
as any interval when 10 or more consecutive high-speed data (HSD) blocks were
received in ervor or were not received at all. For a 3-month period in 1973, outages
ranged from 2.5 s to 4.8 h in length. The median outage was 15 s. Approximately
16% of the outages exceeded 1 min, and only 1.5% exceeded 15 min duration.

l. Introduction

The GCF provides high-speed data transmission at a
rate of 4800 bats/s, using NASCOM circuits and Western
Electric 203A data sets. Data are divided into 1200-bit
blocks, transmitted at four blocks per second. If no data
are available for transmission, the GCF generates and
sends filler blocks in order to keep the circuit active and
provide block synchronous operation. Before transmission,
an error detection code is calculated and included in the
block. At the receiving end, a GCF decoder checks the
received code and sets status bits if transmission errors
are present. If blocks are not received at all, the decoder
goes out of lock (into search) for an integral number of
block times until flow is re-established. The receive data
set carrier failure signal also comes on dur.ng loca! 2ircuit
failures.

The information available from the GCF decoder has

been studied to determine the distribution of the outages
experienced in the data forwarded from the DSSs to JPL.
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Il. Qutages

For this study, an outage was defined as any interval
when 10 or more consecutive HSD blocks were received in
error or not received at all. Intervals of less than ten blocks
were considered to be error bursts. This definition is a bit
arbitrary; however, 10 block times (2% .. is an improbably
long error burst, hence there is some justification for this
choice.

For outage study purposes, slightly less than three
months of 1973 data were analyzed. These data were col-
lected from the normal HSD operational circuits during
regular tracking passes. No attempt was made to sort the
data, though some data reflecting equipment malfunctions
were discarded.

Outages ranged from 1 blocks (2% s) to 17,513 blocks
(4.8 h) in length, with long outages being in the minority.
Table 1 lists outage parameters for each of the DSS geo-
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graphical areas, plus a total of all four DSS areas. Infor-
mation on the performance of the Ames-JPL circuits is
also shown.

As indicated in the tabulation, the median outages
ranged from 58 to 63 blocks (14.5 to 15.75 s), a very close
span considering the widely different transmission dis-
tances involved. :

i1l Distribution

The outage distribution for the combined DSSs is shown
in Fig. 1. On this plot, the abscissa indicates the percentage
of the outages which had lengths equal to or less than the
X-coordinate value. For instance, 71% of the outages were
100 blocks or less in length.
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The abrupt breaks in the curves in the 30- and 50-block
areas are caused by data set retrain characteristics. When
a high data rror rate condition occurs, the transmit and
receive data sets interrupt the data flow and perform an
internal readjustment sequence to compensate for changed
circuit conditions. These interruptions cause data outages.

The GCF has a current commitment to restore service in
15 min or less. As measured, only 1.5% of the outages ex-
ceed 3600 blocks (15 min). In fact, only 16% of the outages
exceed 1 min (240 blocks). A different definition of an
outage would vary these findings; however, the GCF is
definitely meeting its restoral commitment.

A future report will discuss the burst characteristi~s of
faulty blocks.
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Table 1. HSD outage data and distributions

Canberra Madrid Goldstone  Johannesburg Ames DSS Total
Blocks transmitted { X 10¢) 18.588 11242 19.571 10.810 45.771 60.211
Circuit, days 53.8 325 56.6 313 132.4 174.2
Outages (=18 blocks) 375 163 94 246 142 878
Average interval between outages, h 3.4 479 14.4 3.05 22.4 476
% outages excceding 1 min 13.3 18.4 18.1 159 16.2 16.3
% outages exceeding 5 min 2.1 3.1 5.i 41 3.6 37
% outages exceeding 10 min 1.1 0.6 32 1.3 2.1 1.7
% outages exceeding 15 min 0.6 0.0 32 1.3 2.1 15
% outages exceeding 30 min n.3 0.0 1.1 0.8 0.0 0.65
Outages exceeding 1 min 50 29 17 40 23 136
Outages exceeding 5 min 8 5 5 10 5 28
Outages exceeding 10 min 4 1 3 2 3 10
Outages exceeding 15 min 2 0 3 2 3 10
Outages exceeding 30 min 1 0 1 1 0 3
Outage blocks 69829 31996 46475 57434 314835 237219
Outage duration
Average, blocks 186.2 196.3 494 233 221 270
Average, » 46.6 49.1 1238 584 55.4 /7.5
Median, blocks 58 63 62 59 34 60
Median, s 14.5 15.7 15.5 14.7 8.5 15
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Planetary Ranging

R. W. Tappan
DSN Data Systems Development Section

The planetary ranging assembly (PRA) determines the range, or distance, to
spacecraft that aie travelling at planetary distances from Earth by measuring the
time required for  radio signal to travel to the spacecraft and back. The range
data are used to improve the accuracy of the calculation of the spacecraft’s orbit
and to provide information concerning the charged particle content of space.

The PRA is able to operate at the reduced signal levels because of improvements
in the method of maintaining coder lock and detecting the signal in the presence
of space noise. It is capable of operation with either S-band or X-band carrier
frequencies and offers selectable code types to enable each project to specify the
operating mode best suited to its particular mission.

The planetary ranging assembly was installed in the
Deep Space Instrumentation Facihitv (DSIF) to support
Mariner Venus, Mercury 1973 and subsequent planetary
missions. The PRA installation was necessary because
the Mark 1A lunar rangiug cannot operate at the signal
levels received from spacecraft traveling at planetary
distances. The range data are used to improve :he space-
craft orbit prediction and to provide information concern-
ing the charged particle conicnt of space in the path
between the ground station and the spacecraft.

The planetary ranziuy assenibly contains digjtal hard-
ware that performs special control and dat collecting
functions and a small general purpose computer that
handles scheduling, computation, and data formatting.

The PRA is part of a ranging system that measures the

rounc-trip time of a radio signal which travels from a
ground tracking station to a spacecraft and back. A coded
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signal is modulated on an S-band carrier and transmitted
to the spacecraft, which detects ai.d retransinits the signal
to the tracking station. The signal received at the tracking
station is delayed in time by its round trip through space
and is shifted in frequency by the doppler effect because
of the relative motion between the spacacraft and tracking
station. The delay is measured by synchronizing a local
model of the code with the transmitted code and then
shifting it into alignment with the received signal. In order
to detect alignment between the local code (receiver code)
and the received signal, it is necessary to clock the receiver
coder at the same bit rate that is present on the received
signal. This is accomplished by adding the frequency
offset due to the c.ppler effect to the clock frequency »f
the transmitted signal. The doppler signal derived from
the S-band carrier is sca' ' 'nd used for this purpose.
Although the scaling is exact, there is a slow drift between
the receiver coder and the received signal because the
carrier and the modulation are not delayed by the same
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amount when they pass through a medium containing
charged particles. This difference, called differenced range
vs integrated doppler (DRVID), is measured and output
as a data type.

The PRA operates at much lower received signal levels,
and therefore at greater distances, than the lunar ranging,
primarily because it is implemented to use the carrier
doppler signal to keep the receiver coder in step with the
received signal, rather than extracting the coder clock
directly from the signal. Performance has also been im-
proved by optimizing the ranging code to improve the
efficiency of detection, and employing a computer to
numerically average the received signal and thus extend
the signal range over which useful information can be
recovered.

The elements of the PRA that communicate with the
computer do so using the DSIF Standard 14-line inter-
face. This computer interface is designed to transfer data
reliably over relatively long distances in the electrically
noisy environment of the tracking station. The use of a
standard interface makes the equipment design indepen-
dent of the computer assigned to it and enables equipment
configurations to be changed more easily.

The PRA provides capability for ranging with either an
S-band receiver or an X-band receiver by using the dop-
pler signal from each receiver to generate a clock signal.
Either of these clocks mav be selected to drive the receiver
coder; the other one automatically drives a clock generator
which permits measurement of DRVID only using the
receiver not selected for ranging.

A fixed-frequency relationship must exist between the
transmitter coder frequency and the S-band carrier in
order for the doppler rate aiding scheme to be workable.
The same reference frequency that drives the S-band ex-
citer is used to generate the transmitter coder, making the
ratio between the carrier frequency and the transmitter
coder frequency a fixed ratio of 1/2048. The clock that
drives the receiver coder is dcerived in a similar manner,
except that the doppler adder adds the doppler frequency
offset, properly scaled. A doppler signal to which a bias
reference frequency has been added is used to avoid the
cycle detection prablems encountered near zero-frequency
doppler. The bias is removed digitally by the doppler
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adder. High-frequency logic is required to implement the
doppler adder, since additions and subtractions must be
performed at an intermediate frequency (66 mHz) to
minimize the phase jitter introduced in the receiver coder
by the stepwise adjustment of its clock phase. The inter-
mediate frequency is the highest frequency compatible
with the high-speed logic used.

The transmitter and receiver coders gencrate both con-
tinuous spectrum and discrete spectrum codes. The code
type to be used for the acquisition is selectable at the
beginning of each ranging acquisition to enable each proj-
ect to specify the code type best suited for its particnlar
mission. The continuous spectrum code is a pseudo-noise
code composed of six components which are combined
into a composite code that is transmitted continuously to
the spacecraft. The code power at any one frequency is
small, minimizing the possibility of interference -wvith
other spacecraft operations; however, only a fraction of
the total code power is available to align each of the
individual components. The discrete spectrum code is
composed of 20 square waves whose frequencies range
from approximately 500 kHz to approximately 1 Hz. Each
of the frequencies is sequentially transmitted to the space-
craft, so that the total code power is available to align it.
The discrete spectrum code can therefore be used at
lowc r received signal levels than the continuous spectrum
code. The possibility of interference with other spacecraft
operations has been reduced by mixing all components of
this code with the highest frequency component.

The planetary ranging assembly was installed in the
DSIF to provide range and DRVID data from spacecraft
traveling at planetary distances. The measurement of
range is used to improve the prediction of the spacecraft’s
orbit, and the DRVID data disclose information concern-
ing the charged particle content of space.

Ranging at planetary distances is possible because of
the performance improvement resulting from the incor-
poration of doppler rate aiding, code optimization, and
numerical averaging of the received signal.

The PRA incorporates the flexibility necessary to sup-
port future missions by providing both continuous and
discrete spectrum codes which may be used with either
S-band or X-band carriers.
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Adjustable Tuner for S-Band High-Power Waveguide

J. R. Loreman
R. F. Syster. s Development Section

As part of an effort to reduce the DSN tran<mitter backpower at DSS 14, an
adjustable S-band waveguide tuner for use at 400 kW has been developed. The
tuner will be used to improve the match of the transmitter waveguide to the
antenna feed system at DSS 14 in an effort to reduce transmitter back power at
certain operating frequencies caused by high voltage standing wave ratio (VSWR)

in the feed.

Because of various waveguide modifications to the
transmitter waveguide run at DSS 14 (Ref. 1), the wave-
guide match of the run has changed, causing high trans-
mitter back power. Measurements have been conducted
in an effort tn determine the corrective measures re-
quired (Ref. 2). The measurements, as well as reports by
operating personnel, indicated that the S-band polariza-
tion diversity (SPD) cone configuration in particular
requires an effort to reduce back power at certain oper-
ating frequencies. Figures 1 and 2 show the voltage
standing wave ratio plot of the waveguide from the DSN
transmitter through the SPD cone in right circular polar-
ization (RCP) and linear polarization. Calculated back
power for each VSWR has been included on the charts.

Further measurements have been made at DSS 14 to
determine the effect of a waveguide tuning section on
the VSWR. The tuning section used was a low-power
broad wall vane type tuner and, though not of a design
applicable to high microwave power, its characteristics
approximate deflection of the broad waveguide wall, a
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technique frequently used for tuning of high-power
waveguides. Figure 3 shows the match at low power
through the SPD cone in linear polarization, with the
tuner at the transmitter input to the waveguide. The
effect on the VSWR with respect to frequency is ap-
parent when this figure is compared with Fig. 2. From
the testing, it was apparent that a simple tuner based
on the controlled deflectior of the waveguide broad wall
would probably have sufficient tuning effect to reduce
the VSWR of the SPD cone configuration to approxi-
mately 1.12 across the band of 2110 to 2120 MHz. The
advantages of such a tuner are simplicity; direct a- plica-
tion to the high-power configuration, as the tuner could
be easily water-cooled; small size, as no auxiliary cavities
would be required; and simple mechanical design. The
main disadvantages are felt to be a limited frequency
effect and limited retuning capability due to work-
hardening of the copper waveguide. Both of these dis-
advantages may be crucial to the acceptability of such
a simple design, as the changing of any one of the major
reactive components in the waveguide run or cone will
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require retuning, and the complex nature of the mis-
match may require several tuners of this type. For these
reasons, a parallel tuner development based on the cou-
pling of a waveguide section to an adjustable cavity
through the narrow wall is being pursued (Ref. 3).

Based on a simple waveguide broad wall deflection
scheme, a prototype adjustable tuner has been designed
and fabricated (see Fig. 4). The broad walls have been
machined to approximately 0.25 ¢m to minimize work-
hardening of the copper wall, and water-cooling ducts
are provided on both narrow walls, The mechanism
allows bidirectional deflection of both waveguide broad
walls. Waveguide structural rigidity is provided by both
the water-cooling ducts and the stainless steel deflectinn

bars. Laboratory tests indicate that the tuner can ue
adjusted from a VSWR ot 1.01 to 1.15 up to four times
before the copper waveguide walls begin to visually show
work-hardening. Thus, it appears more tming flexibility
may cxist than was expected. The prototvpe tuner has
been operated at a power level of 400 kW for several
hours with 1o heat buildup on the thinned broad walls
of the waveguide. It appears that the tuner at its present
level of development may be operationally installed.
Several additional tuners have been fabricated, and one
tuner will be installed at DSS 14 in the 400-kW radio
science transmitter waveguide run to the SPD cone in
January 1974. Based on the results of this installation,
the tuner may be installed in the DSN high power trans-
mitter waveguide run on an interim basis,
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X-Band Antenna Feed Cone Assembly

R. W. Hartop
R. F. Systems Development Sectioa

The new X-bar. feed cone assemblies for the DSN 64-m antenna siations are
under consiruction. The feed subassemblies have been completed, and uvther

progress to date is rc;-orted.

In upport of Viking and future prcjects, the DSN
must proviae f~, X-band signal receptior. at the three
existing 64-m antenna stations. The d.sign of a new
{eed cone assembly for this purpose was described in
Ref. &.

The feed subasscmblics for the three cones have now
been completed and are shown in Fig. 1. The top plate,
which s~a! the cone openaing and su;ports the feed
without additional nembers, ic shown resting on a
wocden frame that serves zc | storage and ‘rar sportation
cnclosure.

Not vet mounted on t  ‘eed assembly is the X-band
waveguide switch to <cl-ct either the feed or a calibrated
load for the traveling wave maser. Its : .unting plate
may be scen at the lower end of the feed.

The lowest component in the feed, wl  will attach
directly to the waveguide switch, is H : circular-to-
rectangular waveguide transition. This uniform trancition
is formed by electron-discharge machining of a solid
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copper forging with a tool like that shown on the right
in Fig. 2.

The tool illustrated is a forming tool that ‘s a copy of
a master tool gemerated on a programmed nachine.
Several of these tools are used as electrodes to form a
transition <uch as the aluminum test piece also shown
in Fig. 2. The transition. when finished, is 10.16 cm
(4.000 in.) long and uniformly transfonas a 3.477-cin
(1.369-in.) diameter circular waveguide intu a 3.175 X
1.587 em {1.250 X 0625 in.) rectangular waveguide.

The next section above tre transition is a circular
waveguide section that serves as a higher-mode control
between the transition and polarizer, which is the third
section. Both components are made from soiid coppex
forgings, the polarizer by electron-discharge machining,
and the circular waveguide section by conventional
machining.

The polarizer is a quarter-wave plate design and is the
same ¢ that used successfully in the Opera..unal Time
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Syvnc Microwave Subsystem (Ref. 2). except for dimen-
sivonal scaling to this frequency band.

The tourth waveguide section is another circular wave-
~uide spacer identical to the second section. Besides
providing additional mode control, these two spacer sec-
tions, totaling 20.32 ¢m (8 in.) in iength, will provide for
tuture modifications it the feed without greatly increas-
ing its length. For cxample, rotary joints for the polarizer
could he added without changing the overali length by
substituting shorter spacer sections along with the new
rotary joints.

The feed horn is fabricated in four sections. of which
the top three are aluminum for weight reduction and
cost savings, and the lower section {seen with a support
clamp in Fig. 1} is OFHC copper. The homn is otherwise

identical to that in the Time Syne System (Ref. 2), except
that the hom throat was not modified. Thus, the 3.477-em
(1.369-in.} diamcter arcular waveguide is maintained
throughout the feed

The voltage standing wave ratio (VS\WR) of one of the
feed assemblies, complete with the tramsition, is shown
in Fig. 3 over a wide bandwidth. The actual operation of
these feeds in the near future will be over a narrow
band near 8400 Mz

The internal floors and ladders for the cone assemblies
have been fabricated. along with various brackets and
panels. Assembly of these parts and the feed subassem-
blies into the cone shtells has begun, with completion
scheduled before the end of the first quarter of calendar
vear 1974,
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Variable S-Band High-Power Tuner

H. R. Buchanan
R. F. Systems Development Section

A variable, high-power waveguide tuner that can be remotely controlled is
being developed. Satisfactory operation at a 400-kW power level is the goal.

Progress to date is reported.

l. Introduction

Recent measurements of the DSS 14 transmitter wave-
guide installation (Ref. 1) have emphasized the need for
a compact tuning device that can be used at strategic
points in the waveguide system to improve the match.
This device must operate at 400 kW and have the capa-
bility of correcting 1 mismatch in the order of 1.10 to
1.15 voltage standing wave ratio (VSWR). A manuaily
adjustable device that can be retuned a limited number
of times has been developed for the immediate need
(Ref. 2). This report describes a longer range develop-
ment of a variable tuner that can be adapted for remote
control and. if required, programmed control.

. Theory of Operation

The microwave circuit of the varizble tuner is depicted
in Fig. 1. A poition of the main WR 430 waveguide sig-
r ' is coupled to an H-plane arm terminated in a variable
position short. The short is a movable, noncontactmg
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type v ith a restricted range of motion to avoid operation
at or near resonance. The short is an existing design that
has been used satisfactorily at 20 kW.

The power level coupled into the H-plane arm is con-
trolled by the diameter of the circular aperture in the
side wall uf the main waveguide. Figure 2 indicates the
theoretical coupling as a function of the hole diameter
with correction for the waveguide wall thickness (Ief. 1).
When the H-plane arm is terminated by a short circuit,
the mismatch introduced into the main waveguide is a
function of the power coupling and the short position.
Figure 3 ind" 1tes the theoretical susceptance variation
(Ref. 1) (alculated for aperture diameters of 3.81 and
470 .m. It is noted that the larger aperture affords a
lrger tuning range with a less steep slope in the negative
susceptance region.

Il. Prototype Tests

A waveguide test sample has been fabricated and
tested at low power, using several coupling apertu.c
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diameters. The coupling measurement was made with
the H-plane arm terminated in a matched load. Match
measurements using a waveguide slotted line were made
with the H-plane arm terminated in a laboratory model
sliding short. The test results are plotted in Figs. 2 and 3
for comparison with theory. The agreement appiais to
be quite acceptable for small apertures, but less accurate
for larger apertures. Nevertheless, the theory serves as a
valuable tool for laboratory development.

iV. Future Plans

A high-power test model is now being fabricated using
a coupling hole diameter of 4.7 em, This aperture is ex-
pected to exhibit a coupling of 17 dB. resulting in a
power level in the Hoplane arm of approxi Jately 8 kW,
This model will include the noncontacting short and
water-cooling. Tests at 400-kW will be made and re-
ported at a later date.
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A No-Load RF Calorimeter

R.C tCaernoff
R. F. Systems Devei- pment Section

A novel RF calorimeter is described and analyzed. The device combines the
consercation of eaergy principle with the dc substitution idea to eliminate the
need for RF and/or dc loads, thereby providing highly accurate “on-line”
measurements of RF pouer . low cost. Breadboard test deta are reported.

I. General Description

Consider any source, & of power that accepts dc (or
low-frequency) power, P,., produces output power, P,
and rejects dissipated power, Pg;,., to an external heat
sink, If P,, P,, and P.,.. are considered average values,
conscrvation of energy implies

P(\=Pdv—'Pdum (1)

whil in turn suggests the analog circuit of Fig. 1 for
1ag P

« .+ v of the device consists of correct adjustrient

.M scale deflection and zero of the P, meter.

P.i.. input to the analog subtractor dis-

+ . . a -nown value of P,. is applied to the source.

! neter i< then adjusted by means of potentiometer

(- v 0 %Py, ie., that voltage (preferably at or

, i, corresponding to P,.. Secondly, the P,

Al
BT
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meter zero is set by pot R2 under the following condi-
tions: (1) Py,... inputs is reconnected, (2) some value of
Pi. >0 is applied to the source, (3) the source is ad-
justed for zero output.

Since the conservation of energy principle applies to
every form of energy, P, can be any kind of power
whatever; the utility of the device dep~1ds only on
whether P, is easier to measure i;an P, .ud not on the
“species” of either. But the most obvious application, and
the only one considered here, is to RI' power sources,
although for our purposes the term “RF source” can be
very broadly interpreted to include any dc (or 60- or
400-Hz) powered source of electromagnetic power, P,
from very low frequency (VLF) to light.

The principal advantage of this device over conventional
RF power measurement devices is that it enables “on-line”
measurements, i.e., measurements of radiated power, with
accuracy hitherto attainable omy with dc substitution
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calorimeters (Ref. 1). It is, in fact, a kind of dc substitu-
tion calorimeter in which the source itself serves as the
dc load, but since it does not require an RF load (or an
external dc load for de substitution), it is much cheaper
than a conventional RF calorimeter. For this reason one
is tempted to call it a “poor man’s calorimeter,” but we
will stick with “no-load calorimeter” {NLC) for the pur-
poses of this asticle.

The principal limitations on the applicabilitv of the
NLC are: (1) scurce efficiency must be relatively high to
obtain good accuracy, (2) it must be possible to operate
the source in a P, = 0, Pg > 0 mode to set the P, meter
zero (this is difficult or impossible for some oscillators,
e.g., magnetrons), and {3) the device can only measure the
power at the output port of the source, not at some
remote point in a transmission line or in free space.

Il. Error Model

Figure 2 is an approximate lumped equivalent circuit
for heat flow in a typical fluid cooled RF source. Most of
P.,.., viz P, flows from dissipation sites within the source
(e.g., a tube anode) through an internal heat exchanger
(e.g., coolant passages or fins in the anode) to the coolant.
R, represents the thermal resistance of the internal heat
exchanger. The coolant then carries P; to an external
heat exchanger that rejects it to an infinite heat sink a. T,
through equivalent thermal resistance R;.. If the cooling
system is closed, R;. is shunted by thermal capacitance
C, which represents the finite heat capacity of the circu-
lating coolant. P, is the fluid frictional loss in the internal
heat exchanger. Heat leakaye frcm the source is repre-
sented by the shunt R. .¢ infinite heat sink at T,.

From Eq. (1) and elemc.tary circnit theory we have
P,=Ps— (1+a)P, + P, (2)
where
o« = (R,, ¥ R,.)/R,

and
P.=P,(1 + R./R,) + (T, — T,)/R., 3)
is an error term due to P, plus the heat flow between
sinks at T, and T, through leakage conductance 1/R,.

In general. T, and T,, hence P,, are random variables
of time.
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We assume that only P, the heat carried from the
source to the external heat exchanger by the coolant, is
sensed, so that the output voltage, v, of the NLC is

t, = aP;,. — bP, 4

11, at some time, say t = 0, and at some positive value,
P.(0), of P4, we adjust the zero of the P, meter in the
manner described above. we set

b=a(l+a)/(1+e€) (5)

wherc €, = P.(0)/P,(0), and P.(0) is the value of P, at
that time. From Eqgs. (2), (4). and (5) we find that at any
future time, ¢,

APn = Pn - Ul\/a
== €p [Pdr(o) - Pth.u(t)] + AP((’) (6)

where AP.(t) = P.¢) — P,(0), and ve have assumed ¢,
small enough to write €, ~ €,/(1 + €). From Eq. (3) we
see that P,, hence AP,(t), is independent of P,., hence of
Pg,.., so the two terms of AP, are uncorrelated, and the
rms value of AP,, rms(AP,), assumes its minimum value,

min [rms(aP.)] = rms(AP(t)) (7)

at ’aias(t) = Pac(0). To minimize rms(AP,), therefore, one
must not onty be able to estimate the value of Pj;,, but
one must also rezero the P, meter wuerever Py;,, changes.
The obvious way to get around this Jifficulty is to add a
signal proportional to P.(0) to the analog computation
of P, as, for example, in the circuit shown in Fig. 3. The
P, meter zero is first set with the P, compensation pot,
R3, at P, = 0. Then, with P, > 0, the P, meter is again
zeroed with R2 as previously described. This adjustment
eliminates the Py(0) — P,,,, bias term from Eq. (8).

Theoretically, the F. compensation enables one to
realize rms(AP,) = min [rms(aP,)] == rms [AP.(})], i.e.,
elimination of all errors except those due tw random
fluctuation of T; — T,. The cost is slight: one addi..onal
adjustment making three in all (Ri, R2, and h3), none of
which need be repeated when P4 or Pg,, change. On
the other hand, the benefit may ilso be slight if, for
example, rms [aP.(t)] » ave (P.), or if instrumentation
errors swamp both.

Note that leakage conductance 1/R, enters into the

error term P, only through the relatively small gradient
T; — T,, not through the large gradient between the
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source P,.. and the leakage sink at T,. This is another
advantage the NLC has over a conventional dummy load
calorimeter: in the latter, heat leakage contributes
directly to measurement error, and there is no easy or
inexpensive way to compensate for it, whereas in the
NLC, leakage conductance contributes a small, easily
compensatable error, and leakage power itself has no

. direct effect.

C, the thermal capacity of the circulating coolant, is
just one of the many finite heat sinks in a large power
source and its cooling system, but it is included in the
model because it tends to be much larger than most of
the others. It can contribute a maximum error of
(R../R,)P, if b is adjusted before C is fully charged. In
mos« large fluid cooled sources, the coolant will be only
5 to 10°C warmer than T, while the internal heat source
(e.g., 2 tube anode) will be hundreds of °C hotter than
the coolant. This means that R,. is much smaller than R,,.
Furthermore, R,, + R,., the total thermal resistance of
the cooling system, is always much smaller than the leak-
age resistance R. in any reascaably designed large source.
Therefore, R,.« R, and the error caused by premature
adjustment of b is very small. This reasoning may not hold
for small sources that have relatively large heat leakage,
but C is proportionally smaller for small sources and the
time required to reach thermal steady state is propor-
tionally shorter.

Ill. Experimental Results

A breadboard NLC was b it and used to measure the
output of a 10-kW average power water cooled klystron
amplifier. The Py, signal was provided by resistance
temperature sensors that sensed the AT of the combined
coolant flows in collector and body. Coolant flow appeared
to be constant to within the resolution (about 19 ) of the
flowmeter (had coolant flow not been constant, a flow rate
sensor and (flow rate) X AT multiplier would be required
to provide the P,,,, signal). The P,, signal was provided by
analog multiplication of the voltages appearing at the
terminals of beam current and beam voltage meters
installed in the klystron power supply.

The P, meter was adjusted to 20 kW fullscale using
portable standard meters to measure beam current and
voltage. No calibration data were available for the kilo-
voltmeter used to measure beam voltage but its accuracy
was assumed to be 1.0% on the basis of the manufac-
turer’s claims. This plus the 0.25% accuracy of the beam
current ammeter yields an estimated 1.25% accuracy for
the P, calibration.
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Two kinds of tests wer. used to evaluate the perfor-
mance of the NLC breadboard. The first was a compari-
son of simultaneous measurements of RF power by this
device and by a conventional dummy load calorimeter.
The second was a test of “zero trr-king,” i.e., the ability
of the NLC to retain its original zero reading as P,. is
varied over its operational range while the actual RF
output remains fixed at zero. The zero-tracking test mea-
sures the total error due to nonlinearity and drift. It is,
of course, incapable of determining what part of this total
is due to instrumentation errors and what part ail.es in
the heat transfer processes of the source itself.

The results of the zero-tracking *est appear in Fig. 4.
The transient following each P, step change is greatly
cxaggerated by iutegration of the AT signal (r==255s)
required to suppress rapid fluctuations.

Figure 4 shows that the steady-state P, error is less
than 0.20 kW (= 1.0% of full scale). The P, meter was
initially zeroed at P,. = 20 kW. P, compensation was not
attempted. Were P.(0) appreciable, we would expect to
see the error increasing linearly from 0 to 20 kW, but
Fig. 4 shows no clear evidence of such a trend. We con-
clude that the zero-tracking error is primarilv due to
temperature drifts (T; — 7', fluctuations in the simplified
error model) within the source and/or instrumentation
drift and nonlinearities.

The bulk of the error may well be due to the offset
voltage at the input of the AT operational amplifier
{op-amp). The AT op-amp was zer =d at the beginning
of the test, but the offset drifted from zero as the ambient
temperature changed. We can estimate the temperature
change required to produce the observed zero-tracking
error as follows.

The resistance temperature bridge output, v(aT), is
about 1.0 mV/°C. The coolant flow during the test was
72 lmin (19 gpm). Therefore, at P, =0, the constant
¢(AT)/P,. = 0.2 mV/kW. Thus the observed 0.2.kW zero-
tracking error corresponds to an offset voltage of 0.04 mV.
The op-amp’s offset temperature coefficient specification
is 15 pV/°C max, so that the 0.2-kW erior could have
been cansed by an ambient temperature change of only
2.7°C. Obviously, a low-drift op-amp for AT would have
been preferable, but this treadboard, like most, was built
of the most available, not the best, compouents.

The resalts of the no-load vs conventional calorimeter
measurenients are shown in Fig. 5 and Table 1. Although
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nothing was known about its thermal properties, the
dummy load design appeared to provide excellent thermal
insulation between the coolant and the waveguide envel-
ope of the load. The coolant was pure water. Coolant AT
was measured with a quartz thermometer, and load flow
was measured with a differential pressure flowmeter. The
values recorded in Table 1 are the means of at least nine
nearly simultaneous readings each of P, and dummy load
AT at each power lcevel. The dummy load flow appeared
to be constant throughout the run.

The apparent negative bias in the P,(NLC) — P,(CC)
values in Table 1 may not be significant; all but one
difference is less than the maximum 0.20-kW error ob-
served in the zero-tracking test, and the largest, 0.23 kW,
is only slightly larger. Iin other words, the results of

Table 1 are consistent with the hypothesis that the
P{NLC) — P,(CC) discrepancies are entirely due to the
previously observed zero-tracking errors.

IV. Conclusions

The no-load calorimeter enables on-line RF power
measurements at accuracies otherwise attainable only
with much more expensive off-line techniques and «quip-
ment. A sin,ple model of heat flow in the RF source shows
that the inherenc accuracy of the no-load calorimeter mea-
surement is limited essentially by random fluctuation in
temperatur: gradients between heat sinks. Two brief
breadboard tests yielded consistent results. AT op-amp
offset drift appears to be the major error contributor in
breadboard tests.

Reference

1. Ginzton, E. L., Microwave Measurements, McGraw-Hill, 1957, p. 193.
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Table 1. Comparison of RF output measurements:

NLC breadboard vs conventional calorimeter

P,(NLC)s, P,(CC), P(NOM):, P (NLC)—
kW kW kW P(CC)kw A%
7.88 8.05 786 ~0.17 -21
7.46 7.43 7.0 +0.08 14
10.09 10.15 9.4 ~0.06 —06
5.15 5.38 5.0 ~0.23 —45
3.18 3.22 3.0 ~0.04 -12

sP.(NLC) = NLC breadboard measurements.

bP (CC) = conventional (d1mmy load) measurcments.
<P,(NOM) = “nominal” RF output per in-line power
P,(NLC) — P,(L7)

q e
a% P,(NLC)

X 100%.

meter.
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Dual Carrier Preparations for Viking

D. A. Bathker
Communications Elements Research Section

D. W. Brown

R. F. Systems Devei.pment Section

While simultaneous t-ansmission of ‘wo S-band carrizrs from a single Deep
Space Station is no longer a committed operuting mode for Viking Project sup-
port, the program of investiyctior and abatement of noise bursts and [ ter-
ncdulation interjerence has continued through the first three calendar cuart s
of 1973. At DSS 14, internal waveguide and extzrnal antenna -rork «ieided major
eductions in both types of interference. Suppoi.ing investigatior . were also
conducted at JPL and at DSS 13 during this period. Conclusions and recom-
mendations for futur> work are presented.

I. Introducticn

The continuing program of investigation and al  ment
of interfusence arising from single- and dual carrier traas-
mis-ion from a Deep Space Station shifted emphasis to
D53 14 early in 1973. The extensive work at DSS 13
dur 1g 1972 (Refs. 1 and 2) was continued in the first
half of 1972 in order to obtain long-term data an- ‘o
perform specific experin.ents in support of the 64-a
antcnna effort. This work has been reported in detail by
Petty and Jackson (Refs. 3 and 4). This a2 “icle will emnp’ a-
size results at DSS 14 and, with the aid of an extensive
reference list, will serve as a final report for the 1972-1973
program.

On the whd!-, the effort at WSS 13 served the intended
purpose of cenfiiming prior hypotheses, 1deutifying
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sources of interference, developing remedial | .ocedures,
and esiablishing improved methods of instrvrnenta’ion.
Although siv.2ificant reduction of internal sou.ces and of
selected porcions of the external system at DSS 19 was
achieved little was to be gained by furtaer w ~kon tho
DSS 13 unique antemn: « strircture,

Il. Supporting Invescigations

Analysis and modeling of vaiious aspects of the dual-
carrier rroblem have continued, with the ol ¢ tive of
backing the em,.nc?' deld work with sound theo:
(Refs. 5-9). Of particular 1nterest is the work by Higz and
otheis (Ref. 7), including laboratory generation of broad-
band noise and jatermodulation products (IM™) in the
receive banc by means of RF-illuminated j. .ions of
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oxidized aluminum. More recently, a quantum physics
model has been applied (Ref. 9), largely confirming past
hypoth. -es of tunneling effects in the myriad metal-
oxid: — -tal junctions in the external antenna.

More closely allied to the field activities was the
evaluation by Kent (Ref. 10) of the degradation of tele-
metry and doppler dat - in the interference environment.
With the aid of a controllable INP generator (Ref. 11),
a range of performance was obtained, yielding the con-
clusion that, in general, for carrier loop margins near
20 dB (typical of Viking orbital operations), the presence
of detectable receive band IMPs will produce detectable
data degradation.

In yet a different context—Viking orbiter uplink and
downlink spectrum analysis—Koerner has included the
IMPs along with modulation sidebands and the multiple
carriers in determining mutual interference in communi-
cation links (Refs. 12 and 13).

lil. Summary of DSS 14 Activity

As indicated at the close of the last major dual-carrier
activity report (Ref. 2), a return to DSS 14 was authorized
at the beginning of 1973. The initial scope was set at
the accomplishment of whatever modifications could be
made during the then scheduled station down time in
February and March. In addition to a work plan for this
period, tests were designed and scheduled for “before
and after” interference performance during January and
April-May. As of the end of May, the ten-fold improve-
ment achieved (morc on this in the next section) was
sufficient to uncover a level and type (spectral quality)
of interference which pointed strongly' to the highly illa-
minated feed conus with their newly installed $/X-band
hardware. This latter equipment was added during the
aforementioned down time and consists of an ellipsoidal
reflector atop the S-Band Megawatt Transmit (SMT) cone
and a dichroic plate over the Multiple-frequency X- and
K-Band (MXK) cone (Ref. 14). It had been anticipated
that these items with their piece-part construction (rivets,
etc.) and hydraulic retraction mechanisms would prove to
he troublesome in the interference sense.

Because of the then approaching Mariner Venus/
Mercury 1973 (MVM'73) preparations and Pioneer 10
configuration freeze, it was considered inadvisable to
undertake any modifications to this critical equipment
for the purposes of interference abatement. However, in
order to capitalize on the gains already achieved, a plan
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was devised to remove intact the SMT and MXK cones
with the primary intent of evaluating the basic antenna
with only the relatively simple (externally speaking)
Polarizzation Diversity S-Band (PDS) cone in place. Evalu-
ation in this configuration not only indicated further
reduction in interference level but uncovered yet new
clues pointing primarily to the quadripod apex and legs.
Here again, a work plan was developed to complement
an already scheduled survey and reconditioning of the
main reflector. In order to maintain test configurations as
orderly as possible, the re-installation of the cones was
delayed somewhat, with the MXK going up near the first
of August and the SMT about one month late:.

More test time during and after this effort would have
allowed more satisfying cause-and-effect conclusions to
be drawn, but thanks to the extraordinary efforts of
DSN scheduling, station personnel, and key people from
Sections 332, 333 and 731, additional improvements of
100-fold and more (30 dB since Jannary) were obtained
with sufficient control to firmly establish the re-installed
cones and related equipment as the limiting interference
sources.

Table 1 attempts to summarize these DSS 14 activities
for the purpose of cstablishing a time line for the discus-
sion to follow, which will present the performance
achieved at each step. The important detail behind the
modification summary given above will be reported
separately' (see also Ref. 15).

IV. Performance Results At DSS 14

Considering the completion times of Table 1 as the
abscissa and the IMP mean averaged over the available
test periods as the ordinate, we obtain Fig. 1. As noted,
all performance data are for the standard test conditions
of dual 40-kW carriers at approximately 6-MHz spacing
(N = 31)=

The “pre-1973” data point is typical of observations in
1972 and perbaps eaniier. The 2- to 3-dB improvement
indicated in the first interval is illustrative of tlic concept
that for many discrete interference sourc - . eradication
of less than a majority (assuming equal intensity for each)
will result ia less than 3-dB reduction in overall level.?
Keeping Table 1 in mind, we see a 10-dB reduction

1To be published.

2, is the index of the Nth spectral line above the upper carrier
(Ref. 2).

3See first part of Ref. 15 for “pre-1973” modifications.

187



achieved in the next interval, which represents the addi-
tion of the S/X feed cones, down time modifications, and
replacement of such internal waveguide items as switches
and diplexer. While some data were taken in the SMT
diplex mode as well as with the PDS cone, which proved
helpful on a detailed diagnostic level, in general, the
interference performance was essentially the same with
either cone active (Ref. 16). For the purposes of this
article, it is sufficient to consider all data as taken in the
PDS mode.

As of late May, the IMP mean had not only been
reduced to typically —150 dBm (from —140 dBm in
January), it had also taken on a more stable character
(i.e., less variance). Similarly, the single- and dual-carrier
noise burst (NB) performance had made proportional
improvements (Fig. 2). As noted in the preceding section,
the SMT and MXK feedcones werc then removed, with
an immediate 6- to 10-dB improve.aent. By late July,
minor modifications primarily near the surface of the
main reflector, had yielded exceptionally interference-
free performance: IMP means of —170 dBm and less
and NB peaks in the 3-K range, except upon mechanical
agitation of the quadripod apex/subreflector assemblies.
As indicated in Fig. 1, this effect hac first been uncovered
during the prior test period, and wus a primary considera-
tion in the formulation of the August work plan (see
Table 1).

Station commitments forced the re-installation of the
MXK cone during the August modifications, with a result
thar precluded the possibility of observing a probably
stable interference level of ~170 dBm or less. Nonethe-
less, evidence in mid-August stro~gly indicates that the
intermittence had been subdued, even though a new
stable IMP level of —160 ABm resulted in this configura-
tion. By late August, with essenti.dy all modifications
complete, the IMP level had apparently risen to
—155 dBm. As Table 1 indicates, the main reflector had
been stripped of tape and retaped during this month, but
with iry weather in this period, it is believed that tape
was not a foctor in the August performance data.

Twec apparently unrelated circumstances are of interest
for this period. First, as noted in Table 1, the 400-kW
klystron failed at about the time the feed cones were
removed, and hecause spares had been temporarily con-
sumed by other high-power transmitter problems, it was
necessary 0 adopt the 100-kW configuration as planned
for DSS 43 and 63. In order to maintain continuity of test
condition, dual 40-kW operation with the 100-kW klys-
tron was attempted and just achieved with close moni-
toring of cperating conditions (i.e, RF drive, beam
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voltage, etc.). While this mode considerably exceeded
the 10% per carrier nominal operating power (Ref. 2),
with resulting increased level of low-order (uplink) inter-
modulation sidcbands in the transmitter output, special
tests were conducted which indicated that the receive
band IMPs were probably typically generated and, if
anything, this configuration would yield data on the
conservative side. This transmitter configuration prevailed
throughout the balance of the year.

Secondly, beginning at the mid-August tests and con-
tinuing thereafter, the prevailing IMP levels of —169,
—155, and finally --150 dBm in September became con-
sistently more sensitive to carrier operating level. As seen
in Fig. 8, a 3-dB reduction (to dual 20 kW) produced less
receive band IMPs in ratios approaching 30 dB (—150 to
—180 dBm). All prior experience—early 1973 as well as
both DSS 13 and DSS 14 in 1972—suggested a cube law
effect (approximately 9 dB per 3 dB) (see Fig. 2 of Ref. 2).
The clear implications here are that the July and August
effort not only subdued the dual 40-kW intermittent but
achieved a lasting reduction of the cube law mechanism
by as much as 20 to 30 dB (referred to the 20-kW level),
and that the implied interference sources associated with
cone re-installation are of intrinsically different type from
those generally observed prior to that time. This con-
clusion reinforces earlier hypotheses concerned with loose
as opposed to tight RF joints and the various intermediate
solid-state junctions.

Largely unresolved at this time are the weather-
dependent characteristics of the IMPs and NBs. Prior
experience suggests that the August retaping of the main
reflector (using latest techniques of insulation between
overlapping tape junctions) will improve performance in
this respect, but, as indicated by the termination of the
top curve of Fig. 2, there has been no opportunity to make
this evaluation.

V. Conclusions

1. Single- as well as dual-carrier noise bursts have been
diminished to insignificance to the benefit of all missions.
The only reservations concern the weather (as discussed
above) and the presently unknown maintenance require-
ments (discussed or implied in many earlier reports—Refs.
8 and 17, in particular).

2. With the DSS 14 antenna and microwave equipinent
in “as is” condition (September 1973), the dual-carrier
performance at 20 kW is more than adequate to support
the Viking application, as indicated in Fig. 4. Note that
the upper curve is taken from Fig. 3 and that the worst-
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case Viking frequency separation offers additional margin
over the nominal test conditions (Ref. 2). Reservations are
as stated in (1) above.

3. It is possible, at least for a short period of time, to
virtually eliminate both internal and external interference
on a large antenna for worst-case excitation in the DSN
context.

4. It is not considered possible to maintain the ultimate
implied by (3) under normal operations for any significant
period of time. It is considered possible, and even feasi-
ble, to achieve —160 to —170 dBm IMP means and 3-K
or less NB peaks for worst-case excitation, given redesign
and/or elimination of some features of the present
(DSS 14) S/X-band feed cones and a dedication to the
requisite operational care and maintenance.

VIl. Recommendations

1. In order to maintain single-carrier improvements,
recommendations of maintenance and modification have

been 1ade (Refs. 3, 15, 17, 18) applicable in some degree
to any antenna, and those at DSSs 43 and 63 in particular.

2. Further, in support of single-carrier performance, a
program of noise burst monitoring at DSS 14 at 400 kW
as well as at other nominal operating levels is recom-
mended, espeially during the winter and spring months,
to complement the summer data reported here.

8. In the event dual-carrier operation is contemplated
in support of, or for enhancement of, future flight proj-
ects, recommendations for more major modifications for
the 64-m network are also included in Refs. 15 and 18.
These relate primarily to the external antenna and have,
in the course of this program, been largely accomplished
at DSS 14.

4. Finally, a firm commitment to dual-carrier operation
should, in addition to the above, be supported by a
thorough evaluation of and response to the S/X-band feed
cone and maintenance implications of conclusion (4)

above.
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Table 1. DSS 14 configuration and modification—1973

Time
completed

Significant elements

Late January

Late May

Mid-July

Late July

Mid-August

Late August

Mid-September

PDS cone only; antenna modifications of
1970-72.

All feedcones; antenna welding (cones,
tricone, subreflector), waveguide compo-
nent maintenance and modifications.

PDS cone only (MXK and SMT removed);
100-kW klystron substituted for 400-kW,

PDS cone only; miscellaneous antenna
modifications (minor welding, temporary
removal/taping of service hardware).

PDS and MXK cones in place; extensive
welding at apex and quad legs, dish
detaped.,

PDS and MXK cones; apex component
shielding, more welding, new safety plat-
form, dish retaped.

All feedcones in place, including S/X
optics; full operating configuration.
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Computer Program Copy-Verify and Load Check System

R. Billings
Network Operations Office

The Computer Program Copy-Verify and Load Check System consists of two
programs, DOI-5352-SP and DOI-5379-SP. The system assures the integrity of a
DSN program tape at two critical points—reproduction and loading. The Mag Tape
Copy Routine DOI-5352-SP verifies the tape as it is being copied. The Mag Tape
Load Check Loader Program interacts with parts of the Mag Tape Copy Routine

to check the validity of a load in progress.

l. Introduction

Some DSN computer programs have presented a prob-
lem to the DSN Program Library because ther= is no
direct way of reproducing their tapes. These programs are
those which occupy almost all of the 16K memory loca-
tions in the XDS 920 computers; they are too large to be
copied by a standard mag tape copy routine. This con-
straint also precludes the verification of a copied tape. The
loading of these programs has also posed a problem be-
cause most of them are mission-critical real-time programs
in which an unrevealed loading error could cause data loss
or command malfunction. Procedures were needed to
ensure that such tapes were copied accurately and loaded
correctly.

The usual procedure for making mag tape copies was to
incorporate a self-dump routine in the program itself; this
routine dumped all of core memory as a single record on
tape. The program was loaded intc memory, and then a
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branch was made to the self-dump routine. The routine
allowed the program to be dumped as many as nine times,
but there was no way of checking that the dump was cor-
rect or even whether the program was loaded accurately
in the first place.

A reload routine was also incorporated in the program
50 that another record could be loaded in the event of a
bad load or subsequent failure. The capability of reloading
the program from the extra records on tape provided some
insurance against bad reccrdings and stretching or other
physical damage. However, this insurance did not prevent
loss of data from program hangups and other failures,
many of which were blamed on “bad loads” for want of a
definite cause, although they could have steramed from
copy errors or loading errors.

From the point of view of the DSN Program Library,
the procedure is unsatisfactory. The Program Library is
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charged with the responsibility for the accurate duplica-
tion of mag tapes, and this procedure does not ensure
accuracy. The self-dump technique provides a means of
making copies of a tape, but, except for parity checking
in the computer and tape units, it does not verify that the
copies are 100% accurate. To ensure accurate duplication,
100% verification is considered necessary.

The self-dump routine wvas therefore rewritten to in-
clude a verification sequenco: the new program is titled
Mag Tape Copy Routine DOI 5352-SP and has been dis-
tributed to personnel engaged in programming for the
Deep Space Network XDS 920 computers. The program
occupies 400, locations in memory starting at location
36000.. The program dumps core into mag, tape as many
times as requested, rewinds, and then performs a word-by-
word comparison between core and the records on tape.
Typewriter messages indicate successful verification or
comparison errors; in the latter case, the whole procedure
is restarted.

Mag Tape Copy Routine DOI-5352-SP also includes a
load-check routine, which is used in conjunction with Mag
Tape Load-Check Loader DOI-5379-SP to ensure a cor-
rect load. Following the load from mag tape, the program
branches to the load-check routine, reads another record
from tape, and compares it word by word with the record
already loaded in core. Typewriter messages indicate
whether or not the comparison (and, hence, the load) is
successful. Together, these two programs comprise a sys-
tem which ensures against copy errors and “bad loads.”

Il. Program Description

Mag Tape Copy Routine DOI-5352-SP, written in XDS
920 symbe! language, is essentially in two parts: a dump
sequence  which a requested number of records is writ-
ten on tape, and a verify sequence, in which the tape is
compared word by word with core memory. The routine
checks for buffer errors in the dump sequence and for
comparison errors in the verify sequence. If a buffer error
occurs, the tape erases backwards over the entire record,
and then erases forward over Lalf the record to get the
tape quickly by any bad areas. Comparison errors are indi-
cated by an error message; the tape rewinds to load point
for another start.

No comparison is made of the area in which the copy
routine is located (36000,-36377,). Since values are chang-
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ing in these locations during the comparison sequence, the
whole area is bypassed. Copy errors in this section would
be inconsequential because tapes are ordinarily copied
from a single master and not from other copies.

A feature of this program is that either buffer may be
connected to the tape units; the program automatically
determines which buffer is connected and sets up all the
mag tape instructions accordingly. The buffer test is per-
formed using the end-of-tape test as a pseudo-instructicn.
If the tape is not at the end of the reel, a W-bufter end-of-
tape test will cause the next instruction to be executed
provided the tape unit is connected to the Y-buffer, or it
will cause the next instruction to be skipped if the tape
unit is connected to the W-buffer.

The load-check routine is incorporated in this program
and shares subroutines with the dump and verify se-
quences as needed. Mag Tape Load-Check Loader DOI-
5379-SP branches to this routine after loading a program
from mag tape. The load-check routine reads the next
record from tape and compares it word by word with core
memory. If the comparison is successful, a LOADCHECK
OK message is typed out; if a comparison error is found,
the operator is alerted with an error message and the
program branches back to the loader to begin the opera-
tion again.

Some features of Mag Tape Load-Check Loader DOI-
5379-SP are that it will operate with either buffer, it
zeroes core memory before loading a program from mag
tape, it rejects any record on tape that is shorter than
normal and reads instead the next record, and it branches
tc location 1 (where it expects to find a branch to the be-
ginning of the program) after loading and verifying that
the proper load was achieved.

. Conclusion

The success obtained with this copv-verify and load-
check system indicates that it is a feasible and practical
way of verifying tape duplication and loading. Its use by
programmers is encouraged to provide the DSN Program
Library with a convenient means of verifying that tapes
are copied accuratelv and to provide Deep Space Stations
with assurance 'hat programs are loaded correctly. The
next step is to 2xpand the system to include those tapes
which are reco-ded with subprograms following the main
records and those which are recorded in modular form.
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Network Telemetry System Performance Tests
in Support of the MVM’73 Project

R.D. keyand E. T. Lobdell
Network Operations Officc

This article presents a description of Network Telemetry System Performance
Tests that were executed throughout the DSN in support of the MVM’73 project.

I. Introduction

System Performance Tests (SPTs) are executed through-
out the DSN whenever a modification is made to the Net-
work Telemetry System that affects its performance. This
is the case when new software or hardware is added, as
was required for the support of Mariner 10. The purpose
of this article is to describe the effort that was undertaken
in executing telemetry SPTs throughout the DSN and to
present the test results. The philosophy and the objectives
of the SPTs will be discussed so as to demonstrate the
benefits gained by performing these tests. A description
of the telemetry SPTs will be presented, along with a
description of the test procedure and test software. A
summary of the results and the status of the Netwoik
Telemetry System will be presented.

Ii. Objectives of System Performance Testing

The development of test procedures, test softw ire, and
the execution of the telemetry SPTs are performed to
accomplish certain objectives. The overzll objective is to
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guarantee that the Network Telemetry System can meet
specified operational capabilities. These capabilities are
defined in various documents; those of particular impor-
tance are given in Refs. 1 through 3. The SPT must verify
that the telemetry system configurations and interface
requirements are satisfied. They must also evaluate the
ability of the Telemetry System to meet performance
requirements.

The telemetry SPT is designed so that it can be used
to locate or diagnose system problems. The problems may
occur during the installation of new equipment or soft-
ware, or they may be the results of system failures un-
covered during DSN real *ime tracking operations. Some
of the latter type problems have been discovered when
portions of the SPT are used during countdown tests.

Use of SPTs for prepass readiness tests is another ob-
jective that requires that the SPT procedure be modular.
Thus, the various classes and levels of prepass readiness
tests can be accomplished by executing the appropriate
sections of the procedure.
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The modularity feature of the procedure enhances the
capability to test modifications that may affect the capa-
bilities of the Telemetry System. Portions of the test
procedures are used to perform onsite (DSN Facility)
acceptance testing of both hardware and software.

An additional objective of SPTs is to aid in the training
of station personnel. The SPTs are prepared so that the
configurations used are as near as possible to configura-
tions used for real time tracking of the spacecraft. By
using the test procedures, s. tion personnel can gain
experience in operating the Telemetry System and Telem-
etry and Command Data (TCD) software. This experience
is particularly valuable when new equipment, configura-
tions, or software have been introduced.

lll. Test Configuration

Shown in Fig. 1 is the general telemetry test configura-
tion. Simulated data are generated in the Simulation
Conversion Assembly (SCA). The simulated data called
for in the tests are a 2047-bit psuedo-noise (PN) sequence;
yet fixed pattern data, such as square wave data, may be
used if special tests require that the data be recognized
and validated by visual inspection. The SCA generates
either a single channel or two channels of data, depend-
ing on the telemetry mode being tested. In the case of the
single channel of data, the SCA modulates these data with
a square wave subcarrier. For the two channels, the data
channels are modulated with two subcarriers using the
interplex scheme. The modulation indices of the subcar-
riers are set by using the wave analyzer at the receiver.
The data on the subcarriers phase modulate a carrier gen-
erated in the test transmitter, which is interfaced to the
DSN Block I receiver through ambient load and the
20-dB coupler. The test transmitter signal level is adjusted
tr. obtain the required signal-to-noise ratio which is accu-
ratelv measured at the Y-factor detector.

The Telemetry and Command Data handling software
(DSN Program Library Software No. DOI-5050-OP) re-
sides in the Telemetry an: Jommand Processor (TCP)
and in the Data Decoder As:- .mbly (DDA), both of which
are small general purpose cc'~juters. The TCD software
can be configured to process data using any one of three
telemetry channels. For Mariner 10 support the channels
are as follows:

(1) Channel 1 (CH1). Low-rate uncoded (LR UNC)
with data rates of 8% and 33% bits/s. This channel
interfaces the Subcarrier Demodulator Assembly
(SDA) directly to the software internal bit sync loop
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residing in the TCP. The 1'Ui formats these data,
records them as a digital Original Data Record
(ODR), and transmits them via high-speed data
(HSD).

(2) Channel 2 (CH2). Medium-rate coded (MR C) at
490 and 2450 bits/s; LR UNC at 8% and 33% bits/s,
The data from the SDA are synchronized and de-
tected by the Symbol Synchronizer Assembly (SSA).
The medium rate coded data are block-decoded
using DDA software. These data are formatted and
transmitted to the TCP where they are recorded as
an ODR and transmitted via HSD. Low-rate data
are accepted by the DDA from the SSA. These data
are formatted and transmitted to the TCP where
they are handled the same as Channel 1 data.

(3) Channel 3 (CH3). High-rate coded (HR C) at 22.05
and 7350 kilobits/s; medium rate coded at 490 and
2450 bits/s; high-rate uncoded (HR UNC) at 117.6
kilobits/s. The high rate coded and medium rate
coded data are decoded by the Block Decoder As-
sembly (BDA). The DDA accepts the high- or
medium-rate decoded data from the BDA or high-
rate vncoded data from the SSA. These data are
foon. tted and transmitted via wide band data
(WBD) lines °f they are high-rate coded or via HSD
lines if they are medium-rate coded. The formatted
data are also recorded on the DDA 9-track high-
density recorder (HDR), creating an ODR.

The transmitted data blocks (the output of the TCD)
are described in detail in Ref. 4. The specifications placed
on the telemetry system by these requirements are very
important and must be tested.

The TCP has a 24-bit direct transfer interface with the
Digital Instrumentation System (DIS). The operational
telemetry software uses this interface to transfer initializa-
tion, status and calculation messages to the monitor sys-
tem (Ref. 5). This interface is tested, but without the DIS
monitor operational software.

The DIS is used to process the data for the test using
the Telemetry and Command System Test Program (DOI-
5409-SP). The data transmitted by the TCP or DDA go to
the station communication center and are normally trans-
mitted to the Mission Control and Computing Center
(MCCC). To use the DIS as the processing computer, the
DDA or TCP HSD/WBD lines must be patched at the
station communication center to the DIS HSD/WBD
lines.

197



IV. Telemetry System Test Software

The Telemetry and Command System Test Program,
DOI-5409-SP, resides in the DIS computer. It contains
two subprograms: a telemetry subprogram and a com-
mand subprogram, both under the control of an Executive
Program. The program interfaces with the TCD string to
be tested through the HSD/WBD on-site GCF equipment
(station communications center), and the 24-bit monitor
interface. By virtue of these interfaces, the TCD and its
operational coftware are tested in an operational environ-
ment. That is, the telemetry system test validates data as
they are transmitted externally from the TCD system.

The software receives the monitor data, and formats
and prints the results selectively on the DIS 1/0 type-
writer or line printer. Due to the greater print speed of
the line printer, it is normally used during the tests. The
monitor data displayed are initialization messages, status
messages, and the calculation messages. These messages
are validated by visual inspection for correctness and com-
pleteness in compliance with Ref. 5.

The tclemetry duta HSD /WBD blocks may be dis-
played on the line printer for visual inspection, although
normal operation consists of permitting the software to
output the following:

(1) Standard block header information consisting of
source, destination, data-dependent type (DDT),
user-dependent type (UDT), spacecraft identifica-
tion, and day of the year and the time of the block
formation.

(2) Formatted configuration and lock status with re-
ceiver AGC or signal level in dBm, and the TCD
software channel in use.

{3) The bit error rate (BER) or word error rate (WER)
measured over a given period; the bit rate and data
formar.

In the bit error rate test, the data may be either PN or
a fixed pattern. The test software synchronizes to the data
and does a bit-by-bit comparison. The WER/BER accu-
mulation may be over any chosen interval resulting in a
grand total, while statistics can be displayed as interim
summaries at intervals as required.

As the test is being executed, the test software will
detect errors and display error messages as follows:

(1) The At between telemetry HSD/WBD blocks are
not within specified tolerances.

(2) Excessive bit error or incorrect Jata type, as evi-
denced by the inability to achieve synchronizatior:.
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(3) Binary time and multisecond clock differences.

(4) GCF errors.

The telemetry system software is an invaluable tool,
which has done much to facilitate and ease the execution
of the Telemetry System Performance Tests.

V. Test Procedure Format

The I.etwork Telemetry System Performance Tests for
Mariner 10 were executed using Ref. 8. In this section, the
format of the procedure will be presented to provide a
description of the tests that are performed at the Deep
Space Stations.

The overall test is divided into threc main tests. Each
test contains a number of sub*ests th - modular so
that any test can be run independc as allows the
procedures to be used for prepass reac ... tests, trouble-
shooting, and new equipment or softw.re tests. It also
allows for reduced testing when resources so demand.

The three . sts are the Configuration and Interface
Tests, the Telemetry Performance Tests and the Non-Real
Time Capability Tests. These tests all call out a Test Prep-
aration Section as needed. The complete test, two TCD
strings, can be accomplished in 40 hours.

A. Configuration and Interface Tests

The Configuration and Interface Tests are performed
on the three telemetry channels (CH1, CH2, and CH3).
They test the telemetry operational software and hard-
ware interfaces using all the operational configurations
planned for Mariner 10 support. This test contains HSD,
and WBD interface tests that verify the HSD/WBL
blocks. The blocks are verified by inspection of the for-
matted block headers, configuration and lock indicators
that are formatted for ease of interpretation, and by the
absence of error messages. This section contains a set of
TCP-DIS m-nitor message verification tests that verify
that the initialization, status, and calculation messages are
correct as specified.

Although the AGC/dBm conversion test and the signal-
to-noise ratio (SNR) calculation test are separate sections
of the test procedure, they are normally run with the
configurat’on and interface tests. The AGC/dBm cor- 2r-
sion test verifies that software can perform a correct con-
version from AGC volts to signal level in dBm. The
conversion parameters are entered in the program, and
accuracy of the conversion is checked ‘o see 1 it it is
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within -+0.05 dBm. The SNR calculation test verifier the
accuracy of the software SNR estimator routine. S!  » of
15, 10, and 5 dB are set up using the Y-Factor machine.
The calculation is verified to be accurate within +0.3 dB.

The important aspect of the configuration and interface
tests is that they insure that the functional capabilities of
the Telemetry System exist. (The configurations tested
can be found in Fig. 3.)

B. velemetry Performance Test

The Telemetry Performance Tests determine the capa-
bility of the Telemetry System to meet the DSN support
performance requirements. These tests are designed to
evaluate telemetry performance at threshold SNRs with
CH]1, CH2, and CH3 configured in the Mariner support
modes.

The test measures the output data Word Error Rate
(WER) for coded data and the Bit irror Rate (BER) for
uncoded data given an input data signal-to-noise ratio.
The results are compared against predicted BER WER,
and if they are within given tolerances, the performance
is considered to be acceptable. The predictions are based
on a 'able mathematical models of the Telemetry Sys-
tem (Kefs. 7 through 10). These models are evuluated
using a computer program. This program is called the
Telemetry Efficiency Program, and is used primarily to
generate performance parameters for the telemetry SPTs.

A strong signal test is always executed prior to a weak
sigral test. The strong signal test is run to detect gross
crrors in the HSD - 'WBD blocks that would invalidate the
weak signal tests, which take much longer to perform.
The strong signal test alro confirms the set up configu-
ration and interfaces.

The weak signal performance tests are run for all oper-
ational configurations and data rates. An accurate SNR is
set using the Y-Faetor machine, and the WEE/BER is
measured and recorded. The SNR calculation is also
checked for accuracy. {The telemetry modes and perform-
ance tolerances can be obtained from Fig. 5)

During the execution of the telemetry perforinance
tests, Original Data Records (ODRs) are created to be
played back and validated in the Non-Real Time Capa-
bility Tests, with the exception of the ODR for the 117.6
kilobits s uncoded data mnde. Since the WBD lines are
limited to a data rate of 28 kilobits/s, it is not possible to
perform a telemetry performance test in real time. There-
fore, the data are recorded, then played back at the wide-
band rate, with an effective data rate of 22 kilobits/s.
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(This is also normal operational procedure for supporting
the 117.6 kilobits/s mode.) Performance data can then be
obtained as they were for the other data modes.

€ Non-Real Time Capability Tests

The ODRs generated in the performance tests are vali-
dated in the third set of SPTs. These are the Non-Real
Time Capability Tests. In the first part of these tests, the
ODR playback demonstration, the digital ODRs are
played back uvsing the appropriate playback program, the
7-track playback program (DOI-304i-OP) or the 9-track
playback pregram (P9 module of DOI-5050-OP). This
demonstrates the ability to play back tazes, using both the
TCD and the playback software. The HSD/WBD blocks
are checked in a manner similar to the configuration and
interface tests, to insure that the tapes were pruperly
recorded.

In the second part of the Non-Real Time Capability
Tests, analog tape playback demonstratior analeg tapes
are generated at a specific SNR and then played back.
The tape output SNR is obtained and compured against
the set SNR. The tape output SNR must be no greater
than 1 dB. less than the set SNR.

Data reporting is accomplished by using fou- data
sheets. These are presented in Figs. 2 through 5 Toe Cata
sheets are:

(1) Data Sheet 1: Test Report Log. This cala sheet is
used to keep a record on what tests Fave been per-
formed throughout the Network {Fig. 2).

(2) Data S'ieet 2: Configuration, Interface Tests. This
sheet gives a checklist of the tests performcd for
the Configuration and Interface Tests (Fig. 3).

(3} Data Sheet 3: dBm Conversion and SNR Calcula-
t'on Tests. Talulates results of these tests (Fig. 4).

(4) Data Sheet 4: Performance Tests. Tabulates results
of the Performance Tests, plus results of the ODR
playback (Fig. 5).

Test results are analyzed and recorded by the Telem-
etry Systemn Cognizant Operations Enginecr (SCOE).

VI. MVM'73 Network Telemetry
Test Status and Resuits

Execution of network telemetry SPTs for MVM™73 was
scheduled to begin in May cf this year, with a completion
date of 10 August 1973. Unfortunately, these dates were
not met due to the late delivery of operational sofcware
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and hardware. The tests were still being executed after
the Mariner 10 launch; however, all of the Configuration
and Interface Tests plus those capabilities that were re-
quired for launch had been completed prior to launch.
The tests were required to be performed at the following
stations:

(1) Goldstone, California: DSS 12 and DSS 14.

(2) Tidbinbilla, Australia: DSS 42 and DSS 43; con-
joint stations.

(3) Madrid and Ceberos, Spain: DSS 62 and DSS 63.

The tests were conducted by station personnel. In a
number of cases the SPTs uncovered station problems,
which, when corrected by the station personnel, required
a rerun of system tests. The station personnel also made
recommendations on modifications or corrections of the
procedures.

Data taken during the tests were transmitted to the
telemetry SCOE. The data were analyzed and saved. To
evaluate the status of the Telemetry System, a Telemetry
Test Status Board was created. The most recent data from
each station are recorded on this Board, and are presented
in Fig. 6.

The Telemetry Test Status Board presents the date that
the Configuration and Interface Tests, including AGC/
dBm and SNR tests, were completed. It also presents the
results of the performance tests (1-1 through 7) and the
date that these tests were completed. For the performance
tests, the data rate, input SNR, allowable WER /SER, and
allowable SNR with tolerances are presented. The Board
shows whi_h tests are not completed and due, are out of
tolerance, and are not required from a particular station.

All of the Configuration and Interface Tests (including
the AGC/dBm and SNR tests) were successfully com-
pleted prior to Mariner 10 launch. The Telemetry Per-
formance Tests were not completed. Some of the tests
were run, but the results were not within tolerance. These
results weve accepted since they were nearly within speci-
fization, and it was deemed that the station resources not
be loaded by further testing except on a best efforts basis.

In some cases, data from the tests were not available.
These tests were not completed due to hardware prob-
lems that were uncovered prior to or during the tests.
Since the tests were run late, many problems were dis-
covered just prior to Mariner 10 launch. The problems
could nct he corrected due to the Mariner configuration
freeze, and then the Ticneer 10 configuration. The prob--
lems are now being correcte] and the tests will be run
after the termination of the Pior-er configuration freeze.

The Non-Real Time Tests were executed prior to
Mariner launch with the following results:

(1) All TCP ODRs were validated.
(2) DDA ODRs at DSSs 14 and 63 have been validated.

(3) Hardware problems with the DSS 43 DDA ODRs
have been uncovered.

(4) All 26-meter-antenna DSS analog tape ODRs have
been validated.

(5} Problems with the recorder track assignments of the
64-meter-antenna DSS Analog Tape ODRs have
been uncovered.

Overall, the performance as demonstrated by the Telem-
etry SPTs, has been acceptable.
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MICROWAVE

20-d8

AMBIENT | CCUPLER
LOAD RECEIVER SoA @
‘ ; CH2 CH3

-~ -
TEST Y-FACTOR mfwzea LR UNC HR UNC ODA HSD/WBED
TRANSMITTER | | DETECTOR | | hponoa
SSA
b
SCA bli)
HRC BDA* oIS
MRC
CHI
LR UNC HSD
TCP

TEST

DATA
* 64-m STATIONS ONLY

Fig. 1. Telemetry test configuration, general

DSS TCO Shing

Test Conductor

Test and Poragraph No. c Dcl :nd Pasted | Failed Commaents

Configuration/Interface —
- Test 1 (C.2.0.)
= Test 2(C.2.0.) _
- Test 3(C.2.b.)
- Test 4 (C.2.b.)
-Text § (C.2.c.)
-~ Test 6 (C.2.c.)
~Tast 7 (C.2.d.)
~ Test 8 (C.2.d.)
AGC/DBM Conversion
TEST (C.3)
SNR Calculation Test
C.4
Performance Test ~ |
(€.5.b.)
Perforrance Test ~ 2
(C.5.¢c.)
Performance Teast - 3
(C.4.4.)
Performance Test - 4
(C.5.e.)
Performance Test 5
(C.5.1.)
Performance Test - 6
(C.5.9.}
Performance Test - 7
(C.5.0))
QDR Playback Demon-
stration (C.6.)
Analog Tope Record/
Playback (C.7)

Fig. 2. Data Sheet 1. Test report log, MVM'73 TLM system test
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Test Cmd‘:cror

[331 Date
26~-Meter Station (Standord)
Vaerification, Check if OK
Teu ST"C,D Bir Rare Configuration E::'g';‘:’ Monitar Messoges
Ne. | ot b | pcv | soA| ssa | 8DA | DDA | HSD | WaD | tnir | Cole | Status
1-A V133333 1 1 NA
2-A 1 [33.3313 | 2 2 NA
3-A 1 | 2450.0 1 1 1 1 NA
4-A 1 {24500 | 2 2 | 1 NA
1-8 2 |33.333 1 1 NA
2-8 2 {3333 | 2 2 NA
3-8 2 | 2450.0 1 1 1 1 NA
4-B 2 |245%.0 | 2 2 1 ) NA
64-Meter Stations (Conjoint), *DSS 14 and CTA 21
1-A | 1 ]33 [ 1 | NA ]
2-A | 1 |33.333 | 2 | 2 NA -
3-A 1| 2450.0 1 1 1 1 NA 1
4-A 1 |2450.0 | 2 2 1 ) NA
5-A v 12205k [ 1 [ \ [ 1 | NA
&~A 1 [22.050K| 2 2 ] [ 1 | NA
7-A 17k [ 1 1 1 1 I NA e
8-A 1 7.6k | 2 2 1 } 1 [NAT| o
-8 2 [33.33 1 2 NA
2-8 2 {33333 | 2 3 NA
3-8 2 | 2450.0 1 (@21 1 NA
4-8 2 |245%.0 | 2 3 1 ] NA
5-B 2 [22.05k | 1+ [@#2 | 1 1 | NA
-B 2 (22,05 | 2 3 1 1 1 | NA
78 2 [nzek i1 Tz | 1 1 | NA | »r
8-8 2 fwzexk [ 2.1 3 ] ] I § NA | e
26-Me*=r Stations (Conjoint)
1-8 2 [33.333 [ 4 5 NA
2-8 2 [33.333 | 3 5 NA
3-8 2 [2450.0 | 4 ] 1 1 NA
4-B 2 2450.0 3 5 1 1 NA
1C o 33.333 3 4 NA
2-C 3 [33.333 | 4 s NA
3C 3 [24%.0 | 3 4 } [ NA
4 3 [2450.0 | 4 5 1 i NA

**Record only (DDA ODR)

Fig. 3. Data Sheet 2. Configuration/interface tests
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dBM Conversion Test:

TCP 2

TCP 3

e TP ? TP 3
AGC
dBm
Results should be 130 dBM +0.54dB
SNR Calculation Test:
SNR
Input ST, /N, Allowable TP 1
15.0d8 15.0dB £0.3dB
10.0dB 9.348 £0.34d8
5.0d8 4.3dB £0.4dB
0ss
Test Conductor
Date

Fig. 4. Data Sheet 3. dBm conversion and SNR calculation tests

. input ODR
T | B | e NG| wee | S R ) s | st | ploybock
: Dota Type dB dB Results dB T OK
1-1 117.6 kbps UNC 5 min 2.5 0.040 o 0.050
1-2 | 2450.0bps B8.7. | 30 min | *10.17 «<0.00001
2-1 | 22.05 kbps B.C. 5 min 2.0 0.050t0 0,070 | 1.4 30.5
242 | 2450.0bps B.C. | 30 min *7.7 <0,00002 7.5 20.8
3-1 | 7350.0bps B.C. | 30 min 5.0 0.0006 10 0,002 | 4.8 0.5
3-2 | 490.0bps B.C. 30 min | *12.9 <0.,00001 12.8 0.9
4 2450.0 Lps B.C, | 30 min 3.0 0.01710 0.035 | 2.0 20.5
5 4%0.0 bps B.C. 30 min 4.0 0.013100.030 | 2.7 0.5
é 33,333 bps UNC | 30 min 5.0 0.01410 0,025 | 3.9 0.5
7 8,333 bps UNC 2,5h 6.0 0.020 10 0.040 | 3.6 20.5

* Resy itont STb/No dual subcarrier interplex caleulation
NOTE  Reproduce this table for use o3 a data sheet,
(Primary)

DSS TCO

Date Test Conducther

Fig. 5. Data Sheet 4. Performance tests
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MVM 73 NETWORK TELEMETRY TEST STATUS

SYSTEM PERFORMANCE TESTS; 853-61; 2A-07 CIA 21 DSS 71 Dss 12
I INPUT P | TCe 2 TP TCP 1
BIT RATE /8PS) | STp/No| WER/BER SNR (DB)

TEST DATA TYPE (OB) ALLOWABLE | ALLOWABLE | WER/BER | SNR | DATE | WER/BER | SINR | DATE | WER/BER | SNR | DATE | WER/BER | SNR | DATE | WER
CONFIG - - - - - - | 7-23f - - | 7-23 - - | 723 - - jio -
INTERFACE
AGC/DBM - - - - - — | 7-23] -- —| 7-23 - -— | 7-23} -- - ]10-2 -

SNR - - - - - -y 7-23| - -1 723 - — | 7-23 - - -2 -
1-1 17.6 K UNC 2.5 |C,040-0.050 2,0: 0.3 - - - 0.047 12,V } 7-23 NR NR NR - - -~ -
1-2 2450.0 BC 10.17 | <0.00001 10,0+ 1.0 0.0 Jl7 7-237 NR NR | NR |0.0 10.5 {10-170.0 10.43{10-15]1.2»
2-1 22.05 BC 2.0 }0.050-0.070 ; 0.8 0.3 - ] - - | 0.068 |0.5 | 7-23 NR NR NR - -— -— -
2-2 2450.0 8C 7.7 | <0.00002 7.4:0.8 0.0 7.3 | 7-23] MR NR | NR | 0.0 7.0 [10-17} 0.0 8.25{10-2110.0
3-1 7350.0 8C 5.0 [0.0006-0.002] 4.1:0.4 - -~ -~ | o.0m2|4.0} 7-23 NR NR | NR - - - -
3-2 490.0 BC 12,9 |<0.00001 12,6+ 0.9 0.0 12,2 | 7-23] NR NR | NR {0.0 13.0 [10-17] 0.0 13.71|10-21 | 0.0
4 2450.0 8C 3.0 {0.017-0.035 2,0:0.4 NR NR NR 0.022 | 2.4 | 7-23) 0.024 2.0 | 7-23(0.0319 1.85{10-21] 0,03
5 490.0 8C 4.0 }0,013-0.030 2,7:0.4 0.022 2,5 | 11-30] 0.018 |2.65] 7-23|0.019 2.62| 7-23/0,0133 2,93|10-21 | 0.01
[ 33.333 UNC 5.0 ]0.014-0.025 3.920.5 NR NR NR 0.0176 | 3.71]| 7-23| 0.02 3N | 7-2:10.013 4.1810-2110.02
7 8.333 UNC 6.0 |}0.020-0.040 3.6+ 0.5 NR NR NR 0.03 ]3.62| 7-23|0.03 3.%7| 7-23]0.027 3.5 {10-2110.02
SYSTEM PERFORMANCE TESTS; 853-61; 2A-07 DSS 43 DSS &2
BIT RATE (BPS) SIINJUDL WER/BER SNR (DB) Ter P2 TeP! Tcp2

TEST DATA TYPE (DB) | ALLOWABLE | ALLOWASLE | WER/BER | SNR | DATE | WER/BER | SNR | DATE | WER/BER | SNR |DATE { WER/BER | SNR | DATE | WER
CONFIG
INTERFACE - - - - - - | 83| - -1 83 - - | 7-23] - e~ | 7230 -
AGC/OBM - - - - - - | 83 - -~ 183 - - | 723 - — 1 7-23 -

SNR - - -— - - -~ 8-3 - -1 83 — - 7-23 - - 7-23 -
1-1 117.6 K UNC 2.5 10,040-0.050 | 2.030.3 X X X X - - -— - — -- |0.04
1-2 2450.0 8C 10.17 | 0.0000% 10.011,0 X X X X 0.4x 10~5| 9.791 9-27{0,000017!10.37| 9-27}1 x
2-1 22.05 K BC 2.0 |0.050-0.070 | 0.8:0.3 X X X | 0.048 12.33]10-31 - S - - | - jo.07
2-2 | 2450.08C 7.7 | 0.00002 7.4208 [ X x | x x x| x lo.2x105] 7.07] 9-27]0.0 7.9 | 9-27]9x

3-1 7350.0 bC 5.0 10,0006-0.002| 4.110.4 X X X 0.0006 {5.71110-31 - — - - — - 10,00
3-2 490.0 8C 12.9 0.00001 12,64 0,9 X X X X X{ X lo.0 13,2 | 9-27]0.0 13.27| 9-2710.0

4 2450.0 8C 3.0 ]0.017-0.035 | 2.0:0.4 X "X X X X1 X |o.005 1.771 9271 0.0% 1.7 9-271 0.02

5 490.0 BC 4.0 |0.013-0.030 | 2.7:0.4 X X X 0.02 2,32} 7-20}0.001% 2.75| 82 |0.018 2,75| 8-2 0.0

é 33.333 UNC 5.0 ]0.014-0.025 | 3.920,5 0.0133 | 3.85] 7-20f 0.013 |4.M] 7-20| 0.0193 3.621 9-27]0.0169 3.83| 9-27(0.0

7 8.333 UNC 6.0 10.020-0.040 | 3.6:0.5 X b x | om0 [3.6 | 7-20} 0,004 3.65| 9-27j0.0017 | 3.66] 9-27|0.02
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MVM 73 NETWORK TELEMETRY TEST STATUS

DSS 71 DSS 12 DSS 14 DSS 42
TCP 1 TCP 1 TP 2 TCP 1 TCP 2 P2 CF 3

* | DATE | WEK/BER | SNR | DATE | WER/BER| SNR | DATE | WER/BER | SNR {DATE | WER/BER | SNR |DATE WER/BER | SNR | DATE | WER/BER | SNR | DATE | WER/BER { SNR | DATE

-1 7-23 - - | 7-23 - -= 1101 - - 104 . — | 9-28 - - |9-28 - - 110-31 - - |16-31
7-23 - - 7-23 - - 110-2 - - {104 - - 9-28 - - |9-28 - -= | 10-31 - - 10-31

- 723 - — (723 — [ — ho2a| - - | 7-26] - — Jo2] - | —-]o28 — § = l9e23] - | — |-
7-23 NR NR NR - - - - -— - |0.05 2.0 9-24 X X X - - - - - -
NR | 0.0 10.5 {10-17]0.0 10.43[10-15] 1.2 x 10| 10.34 [10-2 | 0.0 10.5 | 9-241 0.0 10.5/9-24 | 0.0 11.98|10-31| 0.0 1.3 [10-3
7-23 NR NR NR - -— - - -_ - 10.05 1.0 9-24} 0.058 1.0|9-24 - - -— - - -
NR 10.0 7.0 |10:17{0.0 8.25]10-21] 0.0 7.2 J10-2 | 0.0 7.0 | 9-24] 0.0 7.0[9-24 | 1x10-5 | 6.94]10-31] 0.0 8.3 [10-3

)} 7-23 NR NR NR - - -~ - - -- | 0.0008 4.0 9-24; 0.0007 4.3(9-24 - - - - -_ -

P INR fo.0 13.¢ {10-17] 0.0 13.71{10-21{ 0.0 12.06 10-2 | 0.0 12.0 | 9-24{ 0.0 12.0{9-24 | 0.0 13.6 |10-31} 2.0 12.49 [ 10-31

1| 7-23] 0.024 2.0 | 7-23] 0.0319 | 1.85{10-21{0.0319 2.5 | 7~26] 0.024 2.0 | 7-23} 0.02 2.0]9-11 [ 0.0136 | 2,671[10-31{ 0.0148 | 2.48(10-31

65 7-23]0.019 2,62 7-23]0.0133 | 2.93|10-21|0.017 2.87 | 7-26] 0.015 3.0 | 7-23{ 0.014 | 3.0]9-11 | 0.4 | 3.2 |10-31] 0.6 | 2.80[10-31

71} 7-230.02 3.71| 7-23{0.0136 | 4.18{10-21|0.02 3.78 {10-2 { 0.012 a.32] 9-24] 0,013 | 41]9-24 0.3 | anf10-:] 0.013 | 4.06]10-3

62| 7-23}0.03 3.7 7-23]0.027 | 3.5 [10-21]0.027 3.75 10~2 | 0.02 3.9 | 9-28] 0.02 3.6{9-24 To.0127 | 377} 10-31] 0.024 | 3.23|10-3

DSS &2 DSS 63

2 TCP TCP2 P TCP2

IR | DATE | WER/BER | SNR |DATE | WER/BER | SNP | DATE | WER/BER | SNR [DATE | WER/BER | SNR [DATE COMMENTS

--| 8-3 - — 723 - | = | 7-23] -- -~ |97 - - [ 810 X = NOT COMPLETED AND DUE

- leal — | 723t — | — V1 723] - = le7 | - - |80 [ ] = ouror Towerance

Z-.l 8-3 - - 723 -— - 7-23 - - 97 - - 1 8=10 NR = NOT REQUIRED

~‘7 X - | - - | =] —- Jo.04 2.0 [10-4 [ 0.0425 | 2,0 |10-4

X1 X [0.4x105] 9.79} 9-27]0.000017}10.37} 9-27/1x10¢ | 8.9 | 97 | 4x10°® | 8.93] 9-7

R<IAT T I S — | = | - [o.0009 0.795| 9-7 | 0.0667 0.744] 9-7

X1 X lo.2x1075) 7.7 927 0.0 7.9 | 9-27}9x10¢ | 6.59 | 9-7 | 1.4x105] 6.59 | 97

7V10-31 - - - -~ — - | 0.0005 4,05 | 9-7 | 0.00087 4.36 | 9-7
X |o.0 13.2 | 9-27|0.0 13.27| 9-27/ 0.0 12,65 | 9-7 | 0.0 12,0 | 9-7

X1 X 10,0315 1.77| 9-27| 0.031 1.71] 9-270.024 2,04 | 9-7 | 0.022 215 | 9-7

.32| 7-20]0.019 2.75| 82 {0.008 | 2.75] 8-2 {0.02 2.66 | 9-7 | 0.013 2.92| 9-7

01! 7-20] 0.0193 3.621{ 9-27|0.0169 | 3.83] 9-27[0.0118 4.36 (10-4 [0.0119 | 4.2 {104

26 | 7-20] 0,024 3,651 9-27] 0,017 | 3.6} 9-27] 0.02% 3.9 104 [o.0188 | 4.09 [104 i

Fig. 6. MVM’73 network telemetry status







Analysis of Staffing and Training Policies
for a DSN Tracking Station

A. Bahadur and P. Gottlieb
Systems Analysis Section

This article presents a method for analyzing the effects of training and staffing
policies, and for selecting optimum policies which minimize the expenditures for
training and salaries while maximizing the performance of the tracking station. Two
models have been developed which represent increasing levels of sophistication.
The first characterizes steady-state behavior under the optimization of training,
average capability, and crew size. The second, which is the dynamic model, opti-
mizes the operating policy over a sequence of time segments. Each segme..! is
characterized by a performance requirement (dependent on the phase of the mis-
sion), turnover, and training allocation with a corresponding change in average
capability. With inputs such as required minimum station performance, training
availability, current crew capability, and expected turnover, the output of the model
will be the change in average crew capability, the percentage of time allocated for
training, and the corresponding minimum cash expenditure for salaries and training.

§. introduction

This article presents a methodology for analyzing the
staffing and training requirements for operating a DSN
tracking station. This analysis is part of a study made to
develop tools to assist the management of the Deep Space
Network in the planning and operation of the tracking
stations.

In order to meet tracking commitments, the manage-
ment of the t-acking stations allocates personnel and
financial resources among operations, maintenance, and
training. Training is not only for new personnel and opera-
tors of new equipment, but also for upgrading the skills
of veteran personnel. This article discusses the methods
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developed to assess the changing demands in these areas
and to formulate an operating and training policy to sat-
isfy requirements in a cost-effective manner.

Work is continuing, especially in the area of training
effectiveness, to represent more characteristics of the staff-
ing and training policy with our model, and to generate
optimal training and staffing policies of practical value,
using DSS 12 as the main example. The specific accom-
plishments expected :n the near future from these efforts
are listed in Section IX.

We begin with a discussion of the general features of
the tracking station represented by our model.
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ll. Characteristics of the Model

(1) Optimization of performance. The performance of
the tracking station in carrying out the different
tasks may be measured by certain selected param-
eters. These parameters are treated as an output of
the system, e.g., system availability, data recovery,
number of data outages, etc. A maximization (or
minimization) of one or more parameters provides
the basis for the optimal operating policy.

(2) Relationship between performance (output) and
capability (skills available). There exists a relation-
ship between the capability of the men and the
quality of the station performance, which in turn is
explicitly related to the parameter being optimized.
These relationships between capability and per-
formance are ultimately expressed in quantitative
terms.

(3) Training to increase capability. Training methods,
which may be of varying effectiveness, are available
to increase the capability of the men to perform
their tasks. This may be either through increased
proficiency in familiar subsystems or the develop-
ment of proficiency in different or new subsystems.

(4) Constraints. There are constraints on the system,
which are parameterized and which may vary with
time. Typical constraints are the type of training
methods available, the amount of time and man-
power available for training, minimum performance
requirements, and the number of crews required.

(5) Costs associated with maintaining and improving
performance. These costs include operating ex-
penses such as salaries, and some forms of capital
investment such as training of new technicians.

These five features provide the basic structure and inter-
relationships for constructing the model. Within this basic
framework, the model attempts to determine the “operat-
ing policy” which optimizes a given parameter while the
tracking station is under a specified set of constraints.

I1l. The External Environment of the
Tracking Station

The block diagram shown in Fig. 1 illustrates the re-
lationships between the tracking station and its envi-
ronment. The rectangular area within the dashed line
represents the tracking station. The area outside the rec-
tangle is the external environment of the tracking station.
The significant relationships between the tracking station
and areas in its external environment are identified.
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Hiring is done to either add to, or replace, the people
working at the station. The “world” represents the avail-
able manpower pool, and includes former employees.

The tracking station (the operating system) transforms
the inputs into a tangible, measurable quantity. This is the
output or performance of the system.

Two methods of training are considered, formal train-
ing ard on-the-job training. The employees at the tracking
station have the same general background, since they sat-
isfy certain basic selection and hiring criteria. Thus, it is
assumed in this model that the different training methods
are enually effective for all employees. Further work is
nec: ary to delineate the difference in the effectiveness
of training by method, background of the individual, and
the length of his employment at the tracking station.

IV. The Internal Environment of the
Tracking Station

The people at the station may be divided into two
categories:

(1) Administrative personnel. This category includes
the station managers, secretaries, schedulers, etc.,
who perform the administrative tasks at the station.

(2) Maintenance and operations personnel. These in-
clude the operators and technicians who maintain
and operate the station equipment.

Henceforth, for convenience, any reference to an indi-
vidual at the station will imply an individual from cate-

gory (2).

Station personnel, both new employees and veteran
personnel, receive training to increase their operations
and maintenance skills in various subsystems. As men-
tioned previously, two methods of training are considered:
formal training and on-the-job training.

Formal training, as the name suggests, consists of
classroom-type multimedia instruction. A group of trainees
is taught a specific skill by a qualified instructor. Under
the present Deep Space Network configuration, the Train-
ing Center develops, with the assistance of the Technical
Staff, the instruction material and provides the instructors.
During the time that a trainee is undergoing formal train-
ing, he cannot participate in station operations. Thus, the
trainee performs no “useful work” during formal training,
and all of his time is devoted io training.
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On-the-jub training takes place within the station. A
traince working with an already traincd man acquires the
necessary skills through observation and practice. Expe-
rience suggests that half the combined time of trainee and
trainer results in uscful work. The other half is devoted to
learning, and consequently the process of on-the-job train-
ing is not as eflicient timewise as formal training.

To express this distinction, we define the effectiveness
of a training method to be the ratio of the time required
to acquire the skill with the given method compared to a
“standard” training mcthod. For convenience, we take the
more cfficient formal training to be the standard. Expe-
rience suggests that trainees’ time spent in on-the-job
training is only 407 as cffective as formal training (Ref. 1).

The operations and maintenance skills in different sub-
systems acquired by an individual through the process of
training may be transluted into a measure called the
“capability” of the individual. The division of the tracking
station into subsystems may be along hardware lines or
along functional lines as is presently the case, with the
number of subsystems ranging from 14 to 36. Henceforth,
the use of the word capability will be restricted to the
above definition.

The capability of an individual is measured in terms of
the number of subsystcms that he can operate and/or
maintain. This measure is weighted by the relative diffi-
culty factor of each subsvstem, in the following manner
(Ref. 2'. The number of days of formal training required
to train a man to operate and maintain a subsystem is
determined. The capability of an individual is then deter-
mined by the subsystems that he can operate and main-
tain in terms of formal training days. If an individual has
partial proficiency in a subsystem, the corresponding per-
centage of the total for that subsystem is added to his
capability.

Between August 1971 and June 1972, DSS 12 was
divided into 14 hardware subsystems. The average train-
ing time in a subsystem for operations and maintenance
was 22 days (¢ = 15.6) and 70 days (¢ = 42), respectively.
During this time period, the average individual capability
varied between 191 and 241 days. Let

K; = capability of the ith individual (formal training
days)

K = average capability of the individuals in the station
(formal training days)

N = number of men in the station

JPL TECHNICAL REPORY 32.1526, VOL. XiX

then

ke

Y
K=S

1

1)

For every “pass” (the continuous tracking period of a
given spucecraft), the total amount of data available for
collection can be determined from the spaccecraft tracking
and testing schedule, This total represents the maximum
output of the system.

We define the data acquisition efficiency 5 = (actual
data gathered available data) for an average view period.
The two factors which have the greatest influence on data
acquisition cfficiency (Ref. 3) are

1} Capability of the station personnel
1! p

(2) Man hours spent in actual operations and mainte-
nance (as opposed to training)

The men at the station are divided into sevcral crews
(1to 4), depending on the number of shifts that the station
operates, If the men are divided among the crews so that
the total capability of the men in each crew, called crew
capability, is the same for all crews, then

» = f (crew capability, percentage of time spent in

operations)
where
'K
crew capability = A
M = number of crews
and
1=M=14
Let

t, = fractional time spent in operations by the average
individual

t, = fractional time spent in formal training by the
average individual

t, = fractional time spent in on-the-job training by the
average individual

Clearly,
t1+t2+t1=1 (2)

-1(30)

and
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The data collected on station operations suggest an
exponential relationship between capability and perform-
ance. This relationship exhibits the characteristic “knee”
(Refs. 4, 3, 6) of learning curves, and a saturation effect:

NK
1)=1~—6‘(p(a1F,,-M-') (3)
where

a; = exponential index

F, = performance factor

We choose a value of ¢, = 0.0034 on the basis of a best
fit of the historical data.

To obtain a reasonable functional form for F,(t,), we
select the following empirical relationship based on his-
torical station data:

vVt 0685=¢t,=<10
»= 4)
1.2¢, 0<t, <0685

This relationship is a reflection of the fact that the sta-
tion can devote up to 20% of its man hours to training
before operations begin to be seriously affected. The effect
of t,, for a, = —0.0034, on data acquisition efficiency 7 is
shown in Fig. 2. Recall that (1 — ¢,) is the fractional time
spent in training.

V. Identification of Costs
Our model is based on the cost equation

CVL=CH+CA+CF+CS+CT+CP (5
where
CVL = overall cost
CH = hiring cost
CA = cost of attrition
CF = cost of overhead personnel
CS = cost of salaries of operations personnel
CT = cost of trairing

CP = cost of lost performance
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Salaries:

CF = average salary of administrative personnel times
number of administrative personnel;

CF =12 X 3 = 36 ($K /year) )

CS=CKxN (M

where
CK = average salary of an individual of capability K;

8+K
CK =5 (8K /year) ®

This linear relationship between capability and salary
fits some recent, randomly selected data fairly well (Ref. 7).

Hiring and attrition:

CH = cost of hiring cne man (= $500) times number
of men hired

CH = 0.5 X number of men hired (3K/year)

CA = cost of termination processing of one man
(= $50) times number of men that leave

CA = 003 X number of men that leave (3K/year)

Training costs:

CT = cost of training = cost of formal training + cost
of on-the-job training

a; = formal training cost factor = 2 (being twice as
expensive as on-the-job training on a per-trainee-
hour basis, since extra costs such as lecture prep-
aration and instructor trai.ing must be included).
This factor is determined by analysis of histori-
cal cost and operating data from the Technical
Staff and Training Center.

Performance is a benefit, but one way of quantifying it
is in terms of lost performance. Lost performance can be
considered either in terms of inefficiency or lost data. For
one optimization policy, we need to parameterize lost data
by assigning a value to the available data. This value of
the available data is dependent on the mission, its phase,
and competing priorities (Refs. 3, 8). The cost of luit per-
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formance, expressed in $K/year, may be expressed by the
following linear relationship:

CP = (1 — y) * value of available data ($K /year)

Since the optimal policies will be in the range of 5
greater than 80%, the assumption of linearity in the range
80% to 100% will be adequate. If one were interested in
values of 50% and lower, nonlinear factors, which describe
the penalty of poor performance, might have to be intro-
duced.

VI. Optimization Technique

Figure 3 is a detailed representation of the station
operating system shown in Fig. 1. Optimization occurs at
two points (Refs. 9, 10):

(1) Distribution of time between operating and training

(2) Distribution of training time between formal and
on-the-job training

The allocation of time between the two methods of
training and operating can be optimized according to one
of the following policies:

(1) Minimization of the cash expenditure (CE), subject
to a required minimuimn data recovery efficiency con-
straint, where cash expenditure is

CE = CH + CA + CF + CS + CT expressed
in 8K /year

(2) Minimization of the overall cost (CVL), which in-
cludes the value of lost data:

CVL =CE + CF

Tnrnover is treated as an independent parameter (ex-
ternal constraint), either ac an absolute number or as a
percentage of the total numoer of men in the station.

For convenience of illustration, we have considered the
average capability of those that leave to be the same as
the station average, and that of people who are hired to
be zero. This assumption is in accord with past experience,
but the model does have the flexibility to specify other
values of capability for the departing individuals and the
new hires. This implies that whenever there is turnover,
new hires will have to be given ti1aining to maintain the
average station capability.
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VII. The Steady-State Model

For this model, we assume that the station requirements
and crew capabilities do not change with time. The dy-
namic model will address the problem of changing capa-
bility due to turnover and training.

The steady-state requirement implies that the number
of people hired equals the number that leave and that
the new hires are brought up to the average capability
through the process of training. For convenience of illus-
tration, we make the following additional assumptions:

(1) The time period is 1 year, consisting of 250 working
days for each man.

(2) There are three crews (M = 3).

The following exarmples illustrate the typical results
which can be obtained with the steady state model.

A. Minimum Cash Expenditure to Obtain
a Required Efficiency

In this example, the operating policy is obtained as a
result of minimizing the cash expenditure CE. For a 20%
annual turnover, Fig 3 shows the cash expenditure re-
quired to provide a minimum data recovery efficiency.
This relationship is provided for a family of values of
station size (N} and average indivildual capability (K).

Station size varies from 15 to 36, which corresponds to
crew sizes of 5 to 12. A crew size of 5 is typical of the cur-
rent staffing at DSS 12 under the operating philosophy of
a central console and “operations engineers.” (Refs. 11,
12, 13). A crew size of 10-12 was typical at DSS 12 in 1970
and is also typical of the larger stations, like DSS 14.

Average individua! capability is considered from 50 to
200 day:. Though some individuals have capability greater
than 200 days, the average is unlikely to exceed that value.
Thus, 200 days is used as th. upper bound. In each figure,
the comparisons of N and K which p. ovide the maximum
information are illustrated.

In Figure 4, values of K above 95 are bunched closely
together, which indicates that increasing capability does
not increase efficiency for constant N. The reason is
obvious. At high turnover and high capability, most of the
time is spent in training to regain the lost capability rather
than in operations. Curves for N = 15 to 18 terminate at
the point corresponding to K = 200,
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The policy of specifying a minimum required data re-
covery efficiency is close to the present spacecratt project
procedure. It is interesting, however, to perform a more
global optimization by trading off the cost of mairtaining
a station of high performance capability against the cost
of lost data resulting from poor performance. The follow-
ing examples illustrate this second optimization policy.

B. Effect of Crew Size on Mirimum Overall Cost

Turnover of three men. year (v) and a data value of
$1200K /year ($) are considered in Fig. 5, where the mini-
mum overall cost is plotted against average individua!
capability.

For average capability less than 150 days, a statioa size
of 21 is optimal. Between 155 and 175, a station size of 18
men is optimal. For average capability greater than 175,
the optimal station size is 15 men. In general, with increas-
ing capability a smaller station size is indicated.

The data value of $ = 1200, 1.2 million dollars per year,
is somewhere between what one might choose for *he
cruise and extended mission phases of a recent Mariner-
type spacecraft (Ref. 3).

C. Effect of Data Value on Crew Size

With turnover of three men/year, the station sizes
which minimize the overall cost are plotted as a function
of average individual capability, in Fig. 8. These curves
help to quantify the intuitively obvious relationsiup (basi-
cally inverse) between station size and average capability.
The curve for $ = 600 turns around at K =~ 40 days, indi-
cating that it is not desirable to operate the station with
average capability less than 40 days.

In Fig. 6, for an average individual capability of 120
days and a data value of $600K/year, a station size of
18 men is indicated. When the data value is inc eased to
$1800K /year, the optimal station size increases to 25 men
for the same average individual capability.

D. Minimum Cost and Optimal Capability Contours

Figures 7 and 8 show contours of minimum overall cost
and optimal capability, respectively. The turnover is 30%
of station size (N) instcad of an absolute number, as in the
previous cas

Figures 7 and 8 may be used in conjunction to deter-
minc the station’s “operating point.”
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For a particular data value, either the stetion size or
average individua! capability must be selccted as the
starting point Since there are greater constraints on sta-
tion size than ave =g individual capability, .t is suggested

that data v rd station size be used as the starting
point. Figu. en gives the mimmun, overall cost, and
Fig. 8 pro- . - optimal average ndividual capability.

If the prese. .Ze individurl capability is lower than
the optimal, training wiil be required to achieve the opti-
mal level. It must be remembered that these operating
points are dependent on the ussumed annual turnover, and
in Figs 7 and 8 it is 30%.

If data value is chosen at $2M/year and a station size
of 27, the minimum overall cost, from Fig. 7, is $480K /vear
and the optimal average individual capability, from Fig, 8,
is 128 days.

In all of the above exercises, the optimal data acquisi-
tion efficiency and training policy are determined by the
model as a result of the optimization.

So far, we have seen how a wide range of informatior:
about station operation may be obtaine’ by using the
steady-state model. However, the vse of ! ¢ steady-state
model imposes two restrictions:

(1) There is no net change in station capability.

(2) An averaged value is used for available data.

The dynamic model, which is an extension of the steady-
state model, overcomes both of these difficulties.

VIil. The Dynamic Model

The dynamic model exhibits the effects that changing
data values, average capability, and tu' over have on
operating policy. The total time span is divided into a
sequence of segments, with each segment, or rtage, char-
acterized by

(1) Individual terminations with immediate replace-
ment

(2) Average individual capability at start of the time
segment

(3) Average individual capability at tne end of the time
segment, which is dependent on the turnover and
training policy during the time segment

(4) Available data value (used with the policy minimiz-
ing overall cost CVL)
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Station size N is constant through all segments.

The other inputs arc¢
r = duration of each stage

T = number of stages considered

Th - steady-state model, considered in the preceding
section, is actually a particular case of the dynamic model
with 7 == 1 year and T = 1, and no change in capability.

The dynamic model provides an operating policy, result-
ing from optimizations based on an anticipated demar'
(data value profile or requircd minimwum efficicney) unde.
specified constraints. The operating policy, and more
specifically, the training policy, is a reflection of the overall
long-term needs of the station rather than the effect of one
stage alone. This is the essential difference from the
steady-state r.odel. For example, an extremely high data
value (or required minimum efliciency) in stage 6 may in-
tuence training policies through stages 3 to 5, as in train-
ing in preparation for a launch. Let

7: = data acquisition efficiency in stage ¢
CVL, = overall cost in stage ¢
CVLT = xC~L, = sum of the overall cost in each stage
CE = cash expenditure in stage ¢
CET = =CE, = sum of the cash expenditure in each

stage

Three different versions of the dynamic model are used
to deal with different optimiration requirements and
constraints:

Dynamic Model 1
Optimization: Minimize CVLT
Constraints;  Training availabilit, in each stage

Dynamic Model 2
Optimization: Minimize CVLT

Constraints:  Training avail:bility in each stage
Minimum required efficiency in speci-
fied stages

Dynamic Model 3

Optimization: Minimize CET

Constraints:  Training availability in each stage
Minimum required efficiency in cach
stage

The minimization is based on a dyramic programming

technique (Refs. 14, 15), proceeding in the forward direc-
tion. The dynamic program has T stages, which ace ihe
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ends of the time segments. The state variable is the
average individnal capability. The boundary condition,
or starting noint, is the initial average individue! capa-
bility at the station K.,

Starling from K., there is a maximum and minimum
average capability that can be achieved in any stage This
corresponds to 100% formal training and no training, re-
spectively, and is an inherent constraint on the average
individual capability.

Sanple results from Dynamic Model 1 and Dynamic
Model 2 are presented to illustrate the workings of the
models.

Sample results from Dynamic Model 1 are illustrated in
Figs. 9 und 10. A time span of 1 yea, is considered.
divided into four stages, each of 3 months’ duration.

Station size N is 30 men, and there are no constraints on
training. There is no thrnover during the entire time span.

In this example, the data value increaes to $2M /vear
in the fourth stage. Starting from an initial value of 20
days, the average individual capability ievels off at 90
days. The bulk of the training is done during the airst
stage, when the data val-e is lowest, with no training in
the fourth stage.

The data acquisition efficiency obtained as a result of
minimizing the total overall cost CVLT is plotted in
Fig. 10. The overall cost 2nd cash expenditure per stage
are also shown. The total cash expenditure ~ $250K.

Saraple results from Dynamic Model 2 are shown in
Figs. 11 and 12. Station size N is 27 men, and they are no
constraints on th~ quantity or type of training in uny stage.
A time span of 2 years is considered, divided into eight
segments of 3 months each.

The data value profile is a sawtooth type having a value
$2000K 'year in stages 2, 4, 6, and 8 and $0K /year in the
other four stages. A sawtooth data value profile is selected.
since it is typical of missions. Missions are characterized
by periods of high trackinz requirements (lainch, orbit
insertion), separated by less demanding pliases, such as the
cruise phase.

The initial average capabilitv K, is 20 days.
There is a mirimum efficiency constraint in stages 6 and

8. The efficiency in both of these stages must ¢xceed € %,
corresponding typically to launch or encounter phases.
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The tumover profile was generated by sampling from a
Poisson distribution. The turnover through stages 1 to 8 is
3,57 7,2 1 5, 2 men, respectively. This is 81% and 37%
turnover for the 2 years, respectively.

It is desired to find the operating policy to minimize
the total overall cost CVL under the given constraints and
input conditions.

Maximum capability increases to 200 by the end of
stage 5 and levels off, since, in practice, individuals seldom

exceed this by much.

Minimum capability decreases gradually (due to turn-
over) to a level of 15 and then jumps to 160 in the sixth
stage. This is the effect of a minimum cfficiency constraint
of 99% in stage 6. A capability of less than 160 would result
in the minimum efficiency constraint being violated.

The optimal capability increases, through training, to
reach 160 days at the start of the sixth stage. Training
follows a sawto-th pattera which is a complement of the
data value profile.

In Fig. 12, the actual efficiency in stages 2 and 4 is in-
fluenced by the data value in those stages. However, in
stages 6 and 8, the minimum efficiency constraint is
clearly the dominating influence. The actual efficiency, in
general, has a profile similar to the data value, a conclu-
sion which is not unexpected.

The overall cost and cash expenditure through the
stages are also shown in Fig. 12. The cash expenditure in

stage 1, 3 and 5 is high because of the training costs (100%
*.aining in each stage). The cash expenditure averages to

$450K . year.

Thus, the dynamic model provides an estimate of the
demands that are placed upon the station, in terms of
training and cash expenditure, to assist in formulating an
operating policy which will meet future commitments.

IX. Further Efforts

We are presently in the process of applying this analysis
to the recent developments at DSS 12, and expect to report
on the following specific items:

(1) Statistical relationship between salary and capa-
bility (based on the new subsystem breakdown
which became effective in July 1973)

(2) Analysis of the capability lost during the actual
attrition process

(3) Analysis of the relationship between the qualifica-
tion and certification program at DSS 12 and our
method of measuring capability

(4) Measures of past station performance which can be
related to crew capability

We are also developing a distributed capability model
which will be able to optimize the allocation of individuals
at the station to crews and training programs. A pre-
liminary report of some of this work has been given in
Refs. 1 and 3.
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